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1 Effect of Negative Sample Dictionary

1.1 Ablation for Negative Sample Dictionary

To validate the effectiveness of negative sample dictionary, we conduct an ablation study. We
originally create negative samples, which contain background associated with the anchor’s
foreground class. However, for this ablation, we create trivial negative samples, which con-
tain background from random classes and are not necessarily matched with anchor’s fore-
ground class. These trivial negative samples are shared across all anchors.

Table 1 presents the performance comparison between CLAD and CLAD+ models, with
their respective counterparts where trivial negative samples are used, denoted as CLAD
(Trivial) and CLAD+ (Trivial).

Model ORIGINAL↑ ONLY-FG↑ MIXED-RAND↑ MIXED-SAME↑ ONLY-BG-T↓ BG-GAP↓
CLAD 95.9 93.8 87.5 90.1 31.3 2.6
CLAD (Trivial) 95.5 93.0 85.3 88.9 37.2 3.6
CLAD+ 95.6 94.6 89.3 90.5 22.6 1.2
CLAD+ (Trivial) 95.4 94.7 89.1 90.3 24.7 1.2

Table 1: Accuracy (%) comparison between CLAD, CLAD+ against their counterparts
where trivial negative samples are used.

We observe that both CLAD and CLAD+ indeed perform better than their counterparts
which use trivial negative samples.
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1.2 Effect of Different Number of Negative Samples

In Fig. 1, we show the accuracy of using different queue sizes (which is also the number of
negative samples) for the dictionary. We choose the size to be 32 as it is the best trade-off
for both models.

Figure 1: Ablation for the size of the queue in negative sample dictionary. Small queue sizes
suffer from insufficient negative samples while large queue size suffers from deterioration of
ORIGINAL accuracy and increased computational costs.

2 Foreground Segmentation and Scalability
In our experiments, following the Background Challenge dataset, we used 10 iterations of
GrabCut [8] to segment the images’ foreground using bounding box(bb) information. In-
stead of Grabcut which relies on bb, we tested using pre-trained U2-Net [7] to segment the
foreground (Results in Table 2). We can see that the accuracy gap between the two methods
on the ORIGINAL and MIXED-RAND dataset is within 1%, and results with U2-Net still
beat all previous benchmarks on the Background Challenge. Since the performance does
not change significantly, we can replace GrabCut with scalable methods like U2-Net, hence
improving the scalability of our method.

In previous works in Table 2 of the main paper, [6, 9] also use foreground segmentation
supervision, making them fair comparisons to ours.

Model FG segmentation Original ↑ MIXED-RAND ↑
Base (IN9) - 96.0 73.4

CLAD+ GrabCut 95.6 89.3
U2-Net 96.0 88.3

CLAD GrabCut 95.9 87.5
U2-Net 95.8 87.1

Table 2: Accuracy (%) comparison for using GrabCut and U2-Net as foreground segmenta-
tion methods.

3 Potential Foreground Positional Bias
The Background Challenge dataset may have centered foreground bias. Therefore, we use
FiveCrop of PYTORCH to crop from the corners of the ImageNet-9 dataset and create
foreground shift from the center. We report the averaged accuracy drop (Table 3). Our meth-
ods do not suffer from positional bias compared with baseline models. Contrastive learning
penalizes positional shift bias because it enforces similarity between randomly augmented
(main paper Sec.4.2) positive pairs.

Citation
Citation
{Rother, Kolmogorov, and Blake} 2004

Citation
Citation
{Qin, Zhang, Huang, Dehghan, Zaiane, and Jagersand} 2020

Citation
Citation
{Lee, Hwang, Kang, and Zhang} 2022

Citation
Citation
{Ryali, Schwab, and Morcos} 2021



WANG ET AL : CLAD 3

Base (IN9) Base (MR) CLAD+ CLAD
Accuracy drop (%) ↓ 4.6 7.9 4.1 4.5

Table 3: Averaged accuracy drop (%) after corner cropping on Original dataset.

4 Mitigate Texture Bias
We show in this section how our method can be extended to texture biases. Previous works
have shown that CNNs are biased towards local texture, instead of global shape [1, 2, 3, 4].
CNN’s over-reliance on texture limits both its connection to human vision systems and its
vulnerability to OOD data with texture-shape cue conflict [4]. Increasing CNN’s shape bias
would improve CNN’s robustness towards a wide range of image distortions [3].

In this part, we show that the CLAD approach can be extended to other discriminative
features. As an example, we show that it successfully reduces CNN’s texture bias.

For the training scheme, we adopt the same approach as before and again experiment on
the ImageNet-9 dataset, with the exception of how we generate contrastive pairs. We follow
the basic idea that undesired discriminative feature (texture in this case) should be shared
between negative sample pairs, while desired discriminative feature (shape) should be shared
between positive sample pairs. In practice, when generating the cue-conflict images, we use
the AdaIN [5] algorithm to modify the anchor’s texture information. An example of the
contrastive pairs used in our model (S-CLAD, S-CLAD+) for reducing texture bias is shown
in Fig. 2.

Figure 2: Example for sampling contrastive pairs for reducing texture bias

Datasets: We evaluate models’ shape bias on two datasets: STYLIZED ImageNet-9 and
ImageNet-9-SKETCH. We generate the STYLIZED ImageNet-9 using the same algorithm
(AdaIN [5]) as the original Stylized ImageNet [3]. ImageNet-9-SKETCH is created by map-
ping the classes in ImageNet-Sketch [10] to classes in ImageNet-9. Models with high shape
bias are expected to have better accuracy on these datasets, as the texture information in
these datasets is either randomized or removed and hence provides no useful information on
the class label.

The performance of S-CLAD+ and S-CLAD is compared against two baselines, Base(IN9)
and Base(SIN9), where the latter is a baseline model trained on stylized images from
ImageNet-9 in a fully supervised setting. The results are presented in Table 4. We can
see that, both S-CLAD and S-CLAD+ outperform the Base(IN9) baseline with a large
margin on STYLIZED ImageNet-9 and ImageNet-9-SKETCH, indicating their texture bias
is mitigated. Moreover, we again observe that there is almost no accuracy trade-off on the
ORIGINAL ImageNet-9 for S-CLAD and S-CLAD+, whereas Base(SIN9) suffers from
performance drop on the ORIGINAL ImageNet-9. Note that, no sketch images are included in
S-CLAD+ and S-CLAD’s training process, and they still have a performance gain of around
20% on the ImageNet-9-SKETCH dataset. This performance gain is because the model is
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focusing more on shape information.

Model ORIGINAL ImageNet-9 STYLIZED ImageNet-9 ImageNet-9-SKETCH

Base (IN9) 96.0 53.6 40.1
Base (SIN9) 91.5 75.1 58.0
S-CLAD 95.1 74.4 61.0
S-CLAD+ 95.5 76.7 58.6

Table 4: Accuracy comparison for S-CLAD+ and S-CLAD, against Base(IN9) on three
datasets. The accuracy on STYLIZED and SKETCH dataset indicates model’s shape bias.

5 Cross-Evaluation
In this section, we cross-evalutate whether background-debiased models (CLAD and CLAD+)
generalize better to the texture variation, and vise-versa. Firstly, we evaluate the shape
bias of CLAD and CLAD+, compared against Base(IN9) on STYLIZED ImageNet-9 and
ImageNet-9-SKETCH.

Model ORIGINAL ImageNet-9 STYLIZED ImageNet-9 ImageNet-9-SKETCH

Base (IN9) 96.0 53.6 40.1
CLAD 95.9 54.3 39.7
CLAD+ 95.6 53.7 41.2

Table 5: Evaluation of shape bias for CLAD, CLAD+, compared against Base(IN9).
The results show a minor improvement by CLAD and CLAD+ on STYLIZED ImageNet-

9 and ImageNet-9-SKETCH respectively. This can explained due to the fact that by remov-
ing background bias, we focus more on both the foreground shape and texture information.
Hence, our model may still use the texture information from the foreground for classifica-
tion along with its shape. Thus, its performance on datasets which transform the texture of
the foreground and background together is not improved drastically. This also implies that
background debiasing alone is not sufficient for texture debiasing.

Model ORIGINAL↑ ONLY-FG↑ MIXED-RAND↑ MIXED-SAME↑ ONLY-BG-T↓ BG-GAP↓
Base (IN9) 96.0 86.0 73.4 87.5 42.9 14.1
S-CLAD 95.0 87.5 78.9 89.3 40.9 10.4
S-CLAD+ 95.5 87.4 78.1 88.5 38.1 10.4

Table 6: Evaluation of S-CLAD, S-CLAD+ on Background Challenge, compared against
Base(IN9).

We then test S-CLAD and S-CLAD+ on the Background Challenge datasets [11]. As
shown in Table. 6, we find that inducing shape bias helps mitigate background bias to some
extent. This can be explained by the increased focus on shape of the object which is usually in
the foreground, while also ignoring the background information. However, texture-debiased
model, S-CLAD and S-CLAD+ alone are not sufficient to reproduce our state of the art
results we had from CLAD and CLAD+ on Background Challenge.
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