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Abstract

Recently, many Transformer-based algorithms have emerged in the field of object tracking. Thanks to the full Attention mechanism in the Transformer structure, these tracking algorithms have achieved competitive results, but such model parameters are often bloated compared with CNN-based. In this paper, we focus on the characteristics of the object tracking task, explore novel interaction between template frames and search frames, and propose DeTrack. The modified model uses a combination of an encoder module based on deformable attention mechanism and an encoder module based on self-attention mechanism for feature interaction. The deformable attention-based encoder can precisely track the target location without focusing on all the pixels, which reduces the number of model parameters and effectively improves the model accuracy. We have achieved state-of-the-art performance on LaSOT, TrackingNet, GOT-10K and VOT2020.

1 Introduction

Generic object tracking is a fundamental but challenging task in computer vision. Given the annotation of the first frame, the tracker needs to locate the target state in each subsequent frame. It has huge potential and a large range of applications such as visual surveillance and augmented reality. To the contrary of object detection, target feature is only captured at the inference phase, which means that no prior information, including class and surroundings, about the object. From our research, facing a complicated environment (e.g., blur, scale variation, color shift, and fast motion, etc.), most existing trackers couldn’t handle these scenes excellently.

Recent object tracking networks can be grouped into three categories: Siamese-based object tracking networks, discriminative object tracking networks and Transformer-based object tracking networks. The representative algorithms of Siamese-based object tracking networks are SiamFC[1], SiamRPN[18], SiamRPN++[19], etc. These algorithms determine the target position by calculating the similarity metric between the template frame and the search frame, which has a good real-time performance but the model is not robust enough. Discriminative object tracking networks include ATOM[3], DiMP[7], PrDiMP[11],
etc. These algorithms take into account the background information of the target to improve the robustness of the model but lack real-time performance. The trackers described above all boil down to a convolution-based model. With the rise attention of the Transformer, more and more Transformer-based work is occurring in the field of computer vision, such as DETR\cite{carion2020detr} in object detection, TransT\cite{li2021trans} and STARK\cite{brown2020stark} in object tracking. STARK is inspired by the DETR algorithm for object detection and designed an end-to-end target tracking algorithm including Encoder module, Decoder module, and one query embedding, which has achieved competitive results on major datasets.

It is worth considering that the object detection task is class-specific, while the object tracking task is target-specific. In DETR\cite{carion2020detr}, 100 object queries are set up to match 80 classes in the coco dataset through training, while in STARK-S version a query is set up but does not really work. In the STARK-ST version the query is used to provide a basis for model updates, and as discussed in the recently proposed SwinTrack\cite{ding2021swintrack}, the query setting is not necessary for the target tracking task.

When the Transformer structure was applied to computer vision tasks, researchers in a wide range of computer vision tasks realised that the Transformer structure could break through the various limitations of convolution, and that the structure’s self-attention mechanism could break the spatial limitations of convolution operations by capturing correlations between pixels at longer distances in the same image. Whereas traditional convolutional neural networks for feature capture is limited to a fixed size of the convolution kernel. As the self-attention mechanism considers each pixel value on the feature map, it increases the computational complexity and requires more attention to the target itself rather than the global picture for computer vision tasks. Therefore, this paper focuses on the characteristics of the target tracking task and explores novel target interaction methods, using a combination of a deformable attention-based encoder module and a self-attention encoder module for feature interaction. The deformable attention based encoder can precisely track the target location without focusing on all pixels. The model discards the decoder structure and query settings, which reduces the number of model parameters and effectively improves the model accuracy. Through the novel feature interaction, we have designed a new deformable attention-based tracker, DeTrack. It has demonstrated the effectiveness of our approach through extensive experiments.

The main innovations of DeTrack are summarised below:

- Exploring a new paradigm for tracking tasks and reducing the number of model parameters by removing the Decoder structure from the Transformer-based model.

- Feature interactions are first performed using an encoder structure with deformable attention mechanism, and then the results are further enhanced using an encoder with self-attention mechanism. The proposed algorithm achieves the best combination of the two.

![Figure 1: Comparison with state-of-the-arts on GOT-10K. We visualize the Success performance with respect to the FPS tracking speed. Better viewed in color.](image-url)
2 Related Work

2.1 Single Object Tracking

Siamese-based trackers: The pioneering work, Fully convolutional Siamese network\cite{1} learns the similarity metric between the target template and the search region, which adopt offline training strategy achieving SOTA results while with a real-time FPS. Due to its big success, many researchers have been exploring this direction and have proposed many improved methods. SiamRPN\cite{18} contains the Siamese subnetwork for feature extraction and the region proposal networks, composed of a classification branch and a bounding box regression branch. SiamRPN++\cite{19} adopts ResNet\cite{15} as the feature extraction network, which removes the stride of the last two blocks and increases the expansion of the convolution to increase the receptive field. However, anchor-based trackers introduce many hyper-parameters which need to be carefully designed. With the emergence of anchor-free trackers, these problems have been resolved to vary degrees. SiamFC++\cite{36} addresses existing object tracker issues, and proposes four guidelines based on anchor-free target estimation. They add assess quality branch and used various loss joint training, which greatly improved the tracking performance.

Discriminative online learning based trackers: Unlike Siamese-based trackers, Discriminative trackers make full use of the target and background appearance information to learn an adaptive filter online, which is crucial for distinguishing the target from the background and the robustness improvement. CFNet\cite{31} combines the Correlation Filter layer with the Siamese network, which benefits from end-to-end training and achieves good performance under shallow features. Discriminative online learning methods need to learn as good as possible target representation by only a few images, which is similar to meta-learning methods. Recently, Bhat et al.\cite{2} designed DiMP tracker based on the meta-learning architecture, which predicts discriminative target model weights and then employed for coarse localization. FCOT\cite{7} fused the low-resolution score and the high-resolution score map to predict the target center, which improves the discrimination of similar objects.

2.2 Vision Transformers

Originally, Transformer\cite{32} was applied for processing machine translation tasks in NLP\cite{12, 28} tasks and achieved state-of-the-art results. Recently, it has been witnessed a rapid boost in computer vision tasks due to the increasing research of transformer architecture, which viewed as the potential replacement of traditional convolutional neural networks such as ResNet. ViT\cite{13} divides the input image into patches and then maps these patches into embeddings, which can be viewed as tokens in NLP tasks. Swin Transformer\cite{22} proposes a hierarchical Transformer with shifted windows, where limiting self-attention computation within. Despite being effective, the shifted windows may have uneven sizes. PVT\cite{35} proposes another solution, introducing pyramid structure into Transformer so that it can be seamlessly connected to various downstream tasks. Twins\cite{6} inspired by the widely-used separable depthwise convolutions and proposed spatially separable self-attention for transformer backbone design. Referring to the idea of DETR\cite{4}, STARK\cite{37} introduced Transformer into object tracking and achieved success. However, we observe that the encoder and decoder of its feature interaction part are redundant. Meanwhile, our idea of deformable attention comes from Deformable DETR\cite{41}. By applying it to object tracking, the performance of the tracker is improved while reducing the model parameters.
3 Approach

In this section, we propose a object tracker based on deformable attention mechanism, named DeTrack, as shown in Figure 2. Our tracker consists of the following components: the feature extraction network, the feature interaction module, and the corner point prediction module.

Our tracker is based on an improvement of the STARK-S50. The backbone network extracts the image features of the template frame and the search frame using common network parameters. The extracted template features and search features are then flattened and concatenated together by dimension and fed into the target fusion perception module to form the target perception feature map. Finally, the target position is predicted directly by the prediction head.

**Backbone:** Our tracking model shows good compatibility with various backbone networks. Since it is an improvement based on STARK, the backbone network is not the focus of the proposed method, so the setting of the backbone network in this paper is consistent with STARK. In addition, this paper only improves the algorithm on ResNet50. The specific structure of the backbone network is: the last layer of the ResNet is removed to accommodate the requirements of the tracking task for sensory field and step size. After the template image $z$ containing the target and the search image $x$ are fed into the backbone network to extract features, the respective feature maps are obtained and are denoted as $f_z \in \mathbb{R}^{C \times H_z \times W_z}$ and $f_x \in \mathbb{R}^{C \times H_x \times W_x}$, where $C$ represents the number of feature map channels, $H_z, W_z$ represents the height and width of the template image, similarly $H_x, W_x$ represents the height and width of the search image, and $S$ represents the network step size.

**Target Perception Module:** The proposed novel interaction is a combination of a deformable encoder based on a deformable attention mechanism and an encoder based on a self-attentive mechanism. The deformable encoder based on the deformable attention mechanism has a strong perceptual capability, allowing for a more precise tracking of the target location without focusing on all pixels, and a more focused focus on the pixels around the target. For a given input feature map $f \in \mathbb{R}^{C \times H \times W}$, the deformable attention mechanism can be expressed as follows:
\begin{equation}
DA(Z_q, p_q, x) = \sum_{m=1}^{M} W_m \left[ \sum_{k=1}^{K} A_{mqk} \cdot W'_m x(p_q + \Delta p_{mqk}) \right]
\end{equation}

where \(Z_q\) represents the feature query sequence, \(P_q\) represents the two-dimensional reference points, \(m\) is the index of the multi-attention head, \(k\) represents the sampling point index, and \(K\) denotes the total number of sampling points \((K \ll HW)\). \(\Delta p_{mqk}\) \((\Delta p_{mqk} \in \mathbb{R}^2)\) and \(A_{mqk}\) \((A_{mqk} \in [0, 1])\) denote the sampling offset and attention weight of the \(m\) attention head at the \(k\) sample point position, respectively. Both \(\Delta p_{mqk}\) and \(A_{mqk}\) are obtained from the feature query sequence \(Z_q\). The feature query sequence is fed into a linear projection operator for the 3MK channels, with the first 2MK channels encoding the sampled reference point offset \(\Delta p_{mqk}\), while the remaining one MK channel performs a softmax operation to obtain the attention weights. For the feature perception module, we employ two deformable encoders based on a deformable attention mechanism followed by four encoders based on a self-attentive mechanism.

The application of deformable attention is shown in Figure 3, we flatten and concatenate the features of the template and the search region after extracting features from the backbone. Deformable attention enables the encoder to pay more attention on the features of the target itself and its surroundings, as well as the target feature interaction between the template and the search region. Meanwhile, less weight is assigned to the attention of the features between the background and the background (the dotted line in the figure).

**Prediction Head:** This part is consistent with the STARK prediction model, but differs from STARK in that STARK performs a dot-multiplication operation between the feature map output by the decoder and the feature map output by the encoder in order to further enhance the features, and since the proposed algorithm in this paper discards the decoder, we directly use the features output by the feature-aware module for corner-point prediction. We also adopt a joint optimization network with \(L_1\) loss and GIoU loss, and the loss function can be expressed as:

\begin{equation}
L = \lambda_1 L_{G IoU}(y, \hat{y}) + \lambda_2 L_1(y, \hat{y})
\end{equation}

where \(y, \hat{y}\) represents the true value of the target frame and the predicted value of the network, respectively, and \(\lambda_1, \lambda_2\) is the value of the respective loss weights. The \(\lambda_1, \lambda_2\) are set to 5 and 2, respectively.
**Template Online Update:** For the large-scale deformation and appearance changes of the target during the tracking process, the online update of the template is necessary. We concatenate template features \( z \rightarrow (B \times H_z W_z \times C) \) and search features \( x \rightarrow (B \times H_x W_x \times C) \) after feature extraction. Where \( B \) is the batchsize, \( HW \) is the product of height and width, and \( C \) is the number of channels.

\[
F = \text{SA}(\text{DA}(\text{Concat}(z, x)))
\]
\[
z', x' = \text{DeConcat}(F)
\]
\[
p_i = \text{MLP}(x')
\]  

Refer to Equation 3, after deformable attention (DA) and self-attention (SA), we deconcat the encoded features \( F \). We only take the search feature \( x' \rightarrow (B \times H_x W_x' \times C) \) and feed it into a 3-layer MLP. The output channel of the last layer of the MLP is set to 1, and the output is activated with a sigmoid function to obtain the confidence score \( p_i \) of the template update. We utilize the cross-entropy loss, as follows:

\[
L_{\text{score}} = y_i \log p_i + (1 - y_i) \log (1 - p_i)
\]

\( y_i \) is the ground-truth box label, and \( p_i \) is the predicted confidence score. During inference, the update threshold is set to 0.5, and the template is updated every 50 frames.

We also adopt two-stage training. In the first stage, only the prediction bounding boxes are trained, the version DeTrack. Confidence scores for DeTrack-T are additionally trained in the second stage. Unlike STARK-S50[37] and STARK-ST50[37], we only take the search features output by the encoder as input to the subsequent prediction head.

## 4 Experiments

### 4.1 Implementation details

The algorithm proposed in this chapter is based on Python and the deep learning framework Pytorch on 8 Nvidia 2080ti GPUs. The backbone network is ResNet50, trained with pre-training parameters from ImageNet[30], and the step size of the fourth layer of the backbone network is set to 1 to accommodate the tracking task step size of 16. The encoder part is composed of a 2-layer deformable encoder based on the deformable attention mechanism and a 4-layer self-attentive encoder based on the self-attentive mechanism, both of which use 8-head attention. The algorithm is trained using the training set part of the TrackingNet[25], LaSOT[14], GOT-10K[16], and COCO[21] datasets, with a template image input size of 128 × 128 and a search image input size of 320 × 320. Data enhancement strategies such as rotation, flip and blur are applied to the input images. The model was trained using the AdamW optimiser for 500 epochs, with the weight decay coefficient set to 10e-4 and the batchsize set to 30. The first three network parameters of the backbone network were frozen, and the fourth layer was trained with the learning rate of the backbone network set to 10e-5 and the rest of the model set to 10e-4. After 400 epochs, the learning all dropped by a factor of ten. The model testing phase, which consisted only of forward passing of the algorithm and changing the coordinates predicted by the model from the search region to the original image, did not involve any additional post-processing similar to cosine windows.
4.2 Comparison with the state of the art

Results on LaSOT Benchmark: LaSOT\cite{14} is a recently proposed benchmark for evaluating single object tracking, which constructs following the five principles of large-scale, high-quality, dense annotation, long-term tracking, category balance, comprehensive labeling and covers various object categories in different contexts, including 70 object categories. Most categories were selected from ImageNet 1,000 categories. Eventually, the researchers formed a large-scale data set by collecting 1,400 sequences and 3.52 million frames of YouTube\cite{29} videos. The average video length of LaSOT is 2512 frames (that is, 30 frames and 84 seconds per second). The shortest video contains 1000 frames (33 seconds), and the longest video contains 11397 frames (378 seconds). This Benchmark measures the performance of the tracker through three indicators of normalized precision, precision and success. In addition, Figure 4 shows the normalized precision and success rate of the proposed DeTrack compared with other advanced algorithms such as DiMP, TransT and STARK-S50. At the same time, as can be seen from Table 1, our online updated version DeTrack-T has comprehensively surpassed STARK-ST50 in terms of success rate, normalized precision and precision. The visualization results of representative trackers are shown in Figure 5.

Results on TrackingNet Benchmark: TrackingNet\cite{25} is a large scale short term target tracking dataset that applies the target detection dataset YouTubeBB to target tracking, filling the gap of a very large dataset for target tracking and enriching the challenges that target trackers have to face. The dataset is rich in target categories and contains a total of approximately 30,000 videos, of which the test set contains 511 video sequences, using the same one-time evaluation (OPE) approach as the OTB2015 dataset, with the main evaluation criteria being success rate and normalisation criteria, as shown in Table 1. Compared to STARK-ST50, our proposed DeTrack-T improves the AUC, $P_{\text{Norm}}$ and $P$ metrics by 1.0%, 1.1% and 1.1%, respectively. The performance on such a large dataset as TrackingNet demonstrates the strong model generalization capability of our proposed tracker.

Results on GOT-10K Benchmark: GOT-10K\cite{16} is a recently proposed large high-diversity benchmark for generic object tracking. It contains more than 10,000 videos composed of five categories: Animals, Artifact, Person, Natural Object, and Part, which can be further subdivided into 563 target categories and no overlap in object classes between train split data and test split data. For a fair comparison, it should be ensured that trackers are evaluated with...
the protocol using the same testing data. This benchmark evaluates the performance of the tracker through three indicators of success plots, average overlap (AO) and success rate (SR), where SR refers to the accuracy of successful tracking under a certain AO threshold, and two thresholds of 0.5 and 0.75 are taken. Following the official protocol training on the GOT-10K train split dataset and evaluating the GOT-10K test split dataset. As shown in Table 1 and Figure 1, the proposed algorithm is compared with SiamFC, SiamRPN++ and the recent Transformer-based trackers, such as TrDiMP and STARK-ST50. The proposed DeTrack-T outperforms the excellent STARK-ST50 on GOT-10K by more than 1%.

**Results on VOT2020 Benchmark:** VOT2020[17] contains 60 video sequences with challenges such as occlusion, fast movement, and large-scale deformation. The proposed DeTrack also applies AlphaRef on the basis of updating templates to generate segmentation masks. As Table 2 shows, DeTrack-T achieved 0.512 on EAO, better than the previous STARK-ST50+AR.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>P</td>
<td>Norm</td>
</tr>
<tr>
<td>DeTrack-T</td>
<td>Ours</td>
<td>67.6</td>
<td>77.8</td>
<td>71.9</td>
</tr>
<tr>
<td>DeTrack</td>
<td>Ours</td>
<td>66.7</td>
<td>73.6</td>
<td>71.3</td>
</tr>
<tr>
<td>STARK-ST50</td>
<td>ICCV2021</td>
<td>66.4</td>
<td>76.3</td>
<td>71.2</td>
</tr>
<tr>
<td>STARK-S50</td>
<td>ICCV2021</td>
<td>65.9</td>
<td>75.4</td>
<td>-</td>
</tr>
<tr>
<td>KeepTrack</td>
<td>ICCV2021</td>
<td>67.1</td>
<td>77.2</td>
<td>70.2</td>
</tr>
<tr>
<td>DTT</td>
<td>ICCV2021</td>
<td>60.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TransT</td>
<td>CVPR2021</td>
<td>64.9</td>
<td>73.8</td>
<td>69.0</td>
</tr>
<tr>
<td>TrDiMP</td>
<td>CVPR2021</td>
<td>63.9</td>
<td>-</td>
<td>61.4</td>
</tr>
<tr>
<td>TrSiam</td>
<td>CVPR2021</td>
<td>62.4</td>
<td>-</td>
<td>60.0</td>
</tr>
<tr>
<td>KYS</td>
<td>ECCV2020</td>
<td>55.4</td>
<td>63.3</td>
<td>-</td>
</tr>
<tr>
<td>Ocean-online</td>
<td>ECCV2020</td>
<td>56.0</td>
<td>65.1</td>
<td>56.6</td>
</tr>
<tr>
<td>Ocean-offline</td>
<td>ECCV2020</td>
<td>52.6</td>
<td>-</td>
<td>52.6</td>
</tr>
<tr>
<td>PrDiMP50</td>
<td>CVPR2020</td>
<td>59.8</td>
<td>68.8</td>
<td>60.8</td>
</tr>
<tr>
<td>SiamAttn</td>
<td>CVPR2020</td>
<td>56.0</td>
<td>64.8</td>
<td>-</td>
</tr>
<tr>
<td>SiamFC++</td>
<td>AAAI2020</td>
<td>54.4</td>
<td>62.3</td>
<td>54.7</td>
</tr>
<tr>
<td>DiMP50</td>
<td>ICCV2019</td>
<td>56.9</td>
<td>65.0</td>
<td>56.7</td>
</tr>
<tr>
<td>SiamRPN++</td>
<td>CVPR2019</td>
<td>49.6</td>
<td>56.9</td>
<td>49.1</td>
</tr>
<tr>
<td>ECO</td>
<td>ICCV2017</td>
<td>32.4</td>
<td>33.8</td>
<td>30.1</td>
</tr>
<tr>
<td>MDNet</td>
<td>CVPR2016</td>
<td>39.7</td>
<td>46.0</td>
<td>37.3</td>
</tr>
<tr>
<td>SiamFC</td>
<td>ECCVW2016</td>
<td>33.6</td>
<td>42.0</td>
<td>33.9</td>
</tr>
</tbody>
</table>

Table 1: State-of-the-art comparison on LaSOT, TrackingNet, and GOT-10K. The best two results are shown in red and blue, respectively.

<table>
<thead>
<tr>
<th>STM</th>
<th>SiamMasK</th>
<th>Ocean</th>
<th>D3S</th>
<th>AlphaRef</th>
<th>STARK-ST50</th>
<th>DeTrack</th>
<th>DeTrack-T</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAO (↑)</td>
<td>0.308</td>
<td>0.321</td>
<td>0.430</td>
<td>0.439</td>
<td>0.482</td>
<td>0.505</td>
<td>0.473</td>
</tr>
<tr>
<td>Accuracy (↑)</td>
<td>0.751</td>
<td>0.624</td>
<td>0.693</td>
<td>0.699</td>
<td>0.754</td>
<td>0.759</td>
<td>0.760</td>
</tr>
<tr>
<td>Robustness (↑)</td>
<td>0.574</td>
<td>0.648</td>
<td>0.754</td>
<td>0.769</td>
<td>0.777</td>
<td>0.817</td>
<td>0.763</td>
</tr>
</tbody>
</table>

Table 2: Comparison of tracking results on VOT2020[17]. The two best results are marked in red and blue font.
Figure 5: Comparison of visualization results of representative trackers on LaSOT.

4.3 Ablation study

This section provides experimental data to support the ideas presented in this chapter and designs experiments to verify the effectiveness of the target tracking algorithm for the deformable attention mechanism proposed in this paper.

We believe that the feature that distinguishes the target tracking task from other computer vision tasks is the feature interaction. The efficiency of the information exchange between the template frame and the search image frame is the key factor affecting the performance, while the overlay of encoder and decoder in STARK is to enhance the interaction features. There is no essential difference, we believe that this approach is too redundant.

As can be seen from Table 3, the performance of the tracker does not change significantly after we remove the decoder. At the same time, the parameters have been reduced by 4M, and the speed has been improved by 7 fps. After applying deformable attention to the feature interaction, the AUC and speed of the tracker are significantly improved. This is because with the addition of the deformable encoder module, the model focuses on the target information and gradually ignores the background. At the same time, the background information should not be completely ignored. Therefore, the combination of the two encoding methods gives better results in the experimental results.

<table>
<thead>
<tr>
<th>Methods</th>
<th>AUC(%)</th>
<th>Params</th>
<th>Speed(fps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STARK-S50</td>
<td>65.9</td>
<td>23M</td>
<td>50</td>
</tr>
<tr>
<td>Remove decoder</td>
<td>65.6</td>
<td>19M</td>
<td>57</td>
</tr>
<tr>
<td>DeTrack</td>
<td>66.7</td>
<td>17M</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 3: Speed and parameter comparison on LaSOT.

Based on the above experiments, we tried to find novel feature interaction methods. As mentioned above, the self-attention mechanism-based encoder considers every pixel in the image, which also adds a significant computational burden to the model, whereas the target tracking task only requires the perception of the maximum response position of the target. In summary, we first use the deformable attention-based encoder for feature interaction, and
then access the self-attentive encoder. The deformable attention-based encoder is able to track the target location more accurately without focusing on all pixels, saving computational effort. And then the self attention encoder module is used to further enhance the target pixels sensed by the deformable encoder. Experiments were designed and validated for the combination of encoder modules, as shown in Table 4. The results show that the combination of deformable attention-based encoders and self-attention encoders for feature interaction improves the accuracy of the model by the combination of two deformable attention encoders and four self attention encoders.

<table>
<thead>
<tr>
<th>Deformable Attention</th>
<th>Self Attention</th>
<th>GOT-10K AO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6</td>
<td>67.0</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>67.8</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td><strong>68.1</strong></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>67.5</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>67.2</td>
</tr>
</tbody>
</table>

Table 4: Comparison of the results of the combination of encoder modules on GOT-10K.

5 Conclusion

This paper explores novel ways of interacting between template frame information and search frame information in terms of the characteristics of target tracking tasks. A combination of a deformable encoder based on a deformable attention mechanism and an encoder based on a self-attentive mechanism is used for feature interaction. The deformable encoder has a strong perceptual capability to more accurately track the target location without focusing on all the pixels. The self-attention encoder is used to further enhance the target pixels perceived by the deformable encoder and ultimately predict the target location directly, discarding the post-processing step in traditional target tracking algorithms. Finally, the analysis is validated and given on the datasets LaSOT, TrackingNet, GOT-10K and VOT2020.
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