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Tracking Transparent Objects Dataset Contruction

ź Tracking transparent objects: background visible through the object  

ź Relevant for many applications 

ź Most of the visual object tracking research focused on opaque objects 
(typically well distinguishable from the background)

Intelligent robots (interaction) Glass handling robots End-of-line quality control

ź Transparent object tracking benchmark (TOTB) [1]
Evaluation dataset: 225 fully annotated videos, 15 object categories

ź Drawback: training dataset does not exist 

ź SOTA: deep trackers

Proposed Solution

ź Construct the first training dataset for transparent object tracking

ź Solution: Render the training dataset for transparent object tracking

ź Challenges: (i) Time-consuming data acquisition, (ii) Expensive annotation

ź Observations: 
(i) Transparent objects can be rendered realistically 
(using modern renderers, e.g. BlenderProc [7])
(ii) Human-level realism not required in training videos for deep learning [2,3,4,5]

ź Target position annotation: bounding box + segmentation

ź Render a transparent 3D object using BlenderProc [6]

ź Dataset parameterization:

ź 25 object types, 148 3D models

ź 2000 training sequences, >104k frames

ź Background simulated by a random video from GoT-10k tracking dataset [7]
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Experimental Setup

ź Re-trained state-of-the-art trackers

ź Evaluation dataset: TOTB (realistic video sequences)

ź Training batch sampled from Trans2k and Opaque with 5:3 ratio 

ź Training data: Trans2k & Opaque  (Opaque = GoT-10k [7], LaSoT [8], TrackingNet [9])
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Normalized Precision plots of OPE on TOTB
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Success plots of OPE on TOTB Absolute peformance improvements on TOTB
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Findings

ź SOTA: transformer-based trackers (weakness: lack of discriminative power)

ź Up to 16% performance boost after re-training

ź Opaque objects important in training (otherwise “glass detector”)

ź Deeper backbones outperform shallow ones (ResNet18 vs. ResNet50)

ź Minimal performance loss on opaque objects
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Rendering environment

Current research:
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