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What is K-Space? And Why We Need MRI Reconstruction?

Reconstruction

Undersampled k-space and 
corresponding MRI image

Complete k-space and 
corresponding MRI image

K-Space Transformer with Implicit Neural Representation
Previous work: CNN-based k-space reconstruction


K-Space Transformer: use spatial coordinates to query the sparsely 
sampled points —> learn implicit representation of k-space data

MRI is sampled in k-space and transformed to image domain. Sampling 
in k-space is time-consuming, it’s common to undersample MRI data and 
apply reconstruction algorithm. 

Consider both k-space decoding and image domain refinement to provide 
complementary bias


Design hierarchical decoder for 

better computational efficiency:

ΦDEC( ⋅ ) = ΦHRD ∘ ΦLRD

Experiments
Evaluation on 2 public single-coil MRI dataset (OASIS brain and fastMRI 
knee); Simulate gaussian and uniform sampling pattern, and 3 different 
acceleration ratio; Compare with PSNR and SSIM

K-Space Transformer 
perform the best on 15 out 
of 18 results


Much better than k-space 
U-Net

Qualitative comparisons


K-Space Transformer 
recovers more anatomical 
details 


More experiments on the 
paper and supplementary 
materials


