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Motivation

• All previous Long-tailed recognition models are 

confined to a predetermined manner which 

designs models entirely relying on the visual 

modality.

• Explore whether language modality can be 

effective and complementary information for 

this task.

TACKLE (TrAnsfer Conceptual Knowledge from 

Language to imagE)

BALanced Linear ADapter (BALLAD)

Qualitative Results

✓ State-of-the-art 

on ImageNet-LT(Table 1)

✓ Ensemble TACKLE and 

CLIP
✓ Effectiveness of BALLAD 

backbones

TACKLE:

⚫ Leveraging conceptual knowledge to generate images in an 

annotation-free and non-parametric manner.

Construct dataset for tailed classes from web images based on the probability:

✓ T-SNE visualization

✓ Web images retrieved 

by TACKLE

1. Phase A: Contrastive Fine-Tuning

2. Phase B: Balanced Adapting

Problem of BALLAD:

⚫ Contrastive fine-tuning consumes huge computational overheads

Experiments

✓ State-of-the-art 

on Places-LT(Table 2)

✓ State-of-the-art 

on iNaturalist-2018

(Table 3)

✓ Comparison of CLIP zero-

shot and BALLAD-Training


