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Attention maps visualized over base data

● Current few shot approaches make use of base dataset with many 
labelled examples per class to train an encoder to get novel class 
representations.

● Encoders trained on base data provide poor quality test support 
representations due to distribution shift between base and novel classes.

● BaseTransformers (BT) attends to the most relevant parts of the 
well-trained base dataset feature space to improve novel class 
representations.

● In above example,  undersupported prototype of novel class centaur can 
be constructed by taking the head, torso of a human and the body and 
legs of horse base classes which are individually well supported in the 
feature space of a base-trained encoder.

● BT uses cross attention between 2d feature space of support instance 
and closest base instances.

● Closest base instances are uniformly sampled from the closest base 
classes queried using semantic similarity between the support class label 
and base class labels.

● For mini-ImageNet, LCH similarity on wordnet graph is used.
● For tiered-ImageNet, similarity between BERT embeddings of class and 

hypernym descriptions is used.
● For CUB, we use cosine similarity between already available category 

level attributes 

● Tables below presents evaluations on mini-ImageNet, tiered-ImageNet 
and CUB datasets. Tiered-ImageNet results reported for Resnet-12 only.

● Evaluation is over 10,000 randomly sampled test episodes. Best results in 
bold. 

Mini-ImageNet

Tiered-ImageNet CUB

● Attention maps learnt by the BT are visualized below.
● For each support image(left), BT has has learnt to attend to semantically 

similar regions of base instances.
● In bottom-right quadrant,  for golden retriever, BT attends to two 

instances of gordon setter without being explicitly trained to identify 
multiple gordon setters.

Paper, weights and code at github.com/mayug/BaseTransformers

This project was conducted with the financial support of Science Foundation 
Ireland under Grant number 18/CRT/6183.


