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Highlighted facts
• Address Source-Free Unsupervised Domain 

Adaptation
• Apply the problem on Facial Expression 

Recognition
• Propose a novel pseudo-labelling function 

based on cluster statistics
• Achieve competitive results with non-source-

free methods

Problem
• Domain Adaptation applied on the task of Facial 

Expression Recognition (FER).
• No access to target labels (Unsupervised)
• No access to source data (Source-Free).

Contributions
• Perform self-supervised pretraining of the target 

model
• Introduce a novel pseudo-labelling technique 

based on clustering.

Introduction
• Propose a three-stage pipeline

• Stage 1: assign and refine pseudo-labels
• Pseudo-label samples and cluster features with the source model
• Count pseudo-labels in each cluster
• The cluster label is the major class in the cluster
• The % of the major class is the cluster purity
• Use a percentile class-wise threshold to ignore the least pure clusters

• Stage 2: pretrain the target model with SwAV

• Stage 3: finetune the network for FER with the pseudo-labelled subset and the 
cluster labels

Method
• Compared with UDA methods (with access to the source data) and SHOT (a source-

free method)
• Achieve competititive performance in four adaptation scenarios
• Outperform all the UDA couterparts in AFE to FER2013.

• For class-wise accuracy, outperform the source model finetuned with SHOT for 
most of the classes.

• Consistent improvements from standard pseudo-labelling when ablating the 
backbone and the score function

Results

• We propose a novel pseudo-labelling technique for Source-Free Unsupervised 
Domain Adatptation for Facial Expression Recognition

• Our method achieves competitive results against methods with access to the 
source data

Conclusions
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