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➢A lot of interest is recently raised to the 
themes of fairness and bias in deep 
learning, against unethical and 
discriminatory AI.

➢Many techniques attempts to tackle these 
issues, but the metric evaluated is 
typically accuracy, on balanced datasets: 
are they really removing information?

➢We propose a method to remove specific 
information at the bottleneck of deep 
neural networks. 

➢This method relies on the estimation of 
the information we desire to maintain 
private, with the employment of an 
auxiliary classifier. 

➢Then, we minimize a differentiable 
proxy of the mutual information.

Removing information IRENE
The input is forward-propagated through the 
whole network, including the two heads. 
Losses are computed, along with the 
differentiable proxy, in the form

At back-propagation, the task-related loss is 
back-propagated through the task-related head 
and the backbone.
The information removal loss is back-
propagated through the IR head only.
The mutual information term is back-
propagated to the backbone, passing through 
the IR head. In the latter, no gradient will be 
accumulated.  

Experiments on BiasedMNIST
Experiments on CelebA
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