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Abstract
Identifying regions of interest in images is vital for solving various computer vision

tasks. Convolutional Neural Networks (CNNs) implicitly detect these regions. Per con-
tra, CNN-compatible retargeting-based data augmentation approaches explicitly detect
task-critical regions and enhance their spatial coverage. However, these retargeting ap-
proaches require modifying the original network architecture and have high space and
time complexity. In addition, the task-critical regions learned by these methods can be
inaccurate. Techniques that produce visual explanations for decisions from CNNs can
faithfully identify task-critical regions, yet, they are primarily used for interpretability
purposes. This paper proposes a data augmentation approach that utilizes outputs from
visual explanation techniques as attention priors to retargeting-based data augmentations.
We evaluated our approach to categorize biomedical journal images in three ImageCLEF
datasets. The proposed approach outperformed state-of-the-art data augmentation ap-
proaches on these datasets. In addition, our approach has a significantly lower space
complexity compared to other retargeting-based data augmentations approaches.

1 Introduction
Regularization approaches are commonly employed in Deep Neural Networks (DNNs) to
minimize the empirical risk and to introduce productive biases. Data augmentation is an
implicit approach to regularizing DNNs. Usually, data is only augmented during a neural
network’s training phase. Training time augmentations make DNNs robust to noise and
variations in data at test time. They decrease the model variance by increasing the variance
and noise in the training data. These augmentations are decided by a human user based on
prior knowledge about the test distribution. For example, Convolutional Neural Networks
cannot handle significant geometric variations in the data and are thus trained with rotated
and flipped images. These augmentation strategies are not usually learned during training,
and their magnitude is set in an ad-hoc manner.

On the other hand, retargeting-based data augmentation approaches [22, 26] identify and
reduce the noise and variations in the data while training and testing a CNN. These aug-
mentation approaches learn to disambiguate noise from a signal during the forward pass
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Figure 1: Our approach is to first obtain attention priors from techniques [2, 17, 23] that pro-
duce visual explanations for a Convolutional Neural Network’s decisions. Then, we refine
and propagate the attention to a CNN-compatible retargeting-based data augmentation ap-
proach [26] while retraining and testing the same Convolutional Neural Network. As shown,
our data augmentation approach increased the spatial coverage of the task-critical regions in
the image before sending it to the task (classification) network. The red color and blue color
in the prior represent more and less critical regions, respectively. [Best viewed in color]

of the network by using an attention mechanism. They reduce the noise by preserving the
task-critical regions prior to image sub-sampling. Consequently, they increase the spatial
coverage of the regions essential to a task. However, unlike non-learnable data augmen-
tations, learnable ones have some drawbacks. The obvious drawback is that they perform
computationally intensive optimization at inference time and require additional learnable
parameters. The additional computational cost leads to significant time delays during infer-
ence. Moreover, since they do not rely on prior knowledge from a human user about the test
distribution, their learning needs to be more precise to generalize across different datasets.
In this work, we address these drawbacks. The main contributions of this work are:

• We introduce a novel end-to-end CNN-compatible retargeting-based image augmen-
tation strategy. The task-critical image regions for image retargeting are inferred by
techniques [2, 17, 23] that produce visual explanations for CNN decisions. Thus, com-
pared to all the existing retargeting-based data augmentation approaches [18, 22, 26,
28], our approach reasonably conserves the original CNN architecture. In addition,
the search space to learn the attention priors for image retargeting is reduced.

• We utilize the Spatial Warper from AIM [26] to increase the spatial coverage of the
task-critical image regions. By utilizing the aforementioned visual explanations tech-
niques, we reduced the space complexity of the Spatial Warper from O(n) to O((log
n)2). Here n is the number of pixels in the attention map.

• We propose a simple and lightweight refinement module to refine the priors. An illus-
tration of the refinement process is shown in Fig. 1.

• We evaluated our approach to categorize images in the ImageCLEF2013 [12], Im-
ageCLEF2015 [13], and ImageCLEF2016 [6] datasets. Our approach significantly
outperformed seven state-of-the-art augmentation approaches on all three datasets.
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2 Related Works

2.1 Retargeting-based Image Augmentations for CNNs
Uniform down-sampling of images proportionally reduces the size of important and unim-
portant regions in an image. In computer graphics [1, 24, 27], retargeting algorithms pre-
serve aesthetically appeasing regions during image downsampling. Recasens et al. [22] were
the first to utilize retargeting-based data augmentations while training and evaluating CNNs
to perform gaze detection and image classification. Their Saliency Sampler detected task-
critical regions with another Convolutional Neural Network [14] during the forward pass.
Thus, the original architecture of the neural network was not conserved, and the search space
to find the task-critical regions was substantially increased. Works derived from the Saliency
Sampler [18, 25, 28] face similar issues. S3Ns [9] used the Saliency Sampler to increase
the spatial coverage of the task-critical regions inferred by Class Peak Response Maps [31].
However, their approach’s space and time complexity are high during the retargeting phase
due to the high spatial resolution of the class response maps. STN [16] can crop the re-
gions of interest. However, this transformation is not guaranteed as it is performed implicitly
by the network. AIM [26] converts an image to a graph to perform retargeting. However,
this approach is computationally expensive as it requires solving a sparse linear system with
thousands of graph vertices.

2.2 Visual Explanations for CNNs
Visual explanation methods [2, 11, 17, 19, 21, 23, 30] for CNNs are designed to explain a
CNN’s decision to a human user. The output of these methods is a localization map highlight-
ing the task-critical regions. CAM [30] identified class-specific discriminative regions in the
input images to CNN while performing image classification. However, CAM is only appli-
cable to CNNs without fully connected layers. GradCAM [23] utilizes gradients of a target
concept flowing into a convolutional layer to produce a visual explanation for a decision
by a CNN. Unlike CAM, GradCAM does not require altering the CNN architecture. Grad-
CAM++ [2] improved upon GradCAM to give better object localization and better explain
multiple occurrences of objects. Recently proposed, LayerCAM [17] can reliably provide
class activation maps for different CNN layers. While these visual explanation techniques
are popular for interpretability purposes and weakly-supervised object detection, their role
in end-to-end CNN-compatible retargeting-based algorithms has not been explored. Chen
et al. [3] used visual explanation techniques to perform task-based image cropping. Unlike
them, we use these techniques for image retargeting.

3 Method

3.1 Overview
Our data augmentation approach consists of two stages. In Stage I, we train a Convolutional
Neural Network to produce a coarse localization map that highlights the task-critical regions.
We consider these localization maps induced by the network as prior knowledge for Stage II.
In Stage II, we retrain the Convolutional Neural Network while performing retargeting-based
image augmentations. A detailed visual illustration of our approach is shown in Figure 2.
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Figure 2: Overview of our data augmentation approach. In the first stage (Stage I), a Con-
volutional Neural Network is trained on the training set containing low-resolution images.
Then, any approach that faithfully outputs a visual explanation for the network’s decisions
is utilized to obtain task-critical regions on the training and testing images. These priors are
employed in the second stage (Stage II) to perform retargeting-based image augmentations.
The second stage is categorized into two sub-categories; initialization mode and refinement
mode. In the initialization mode, higher resolution images (the dataset is the same) are sent
to the retargeting module along with the prior. The retargeting module outputs images at
a lower resolution, but the spatial coverage of task-critical regions is increased or at least
conserved. In the refinement mode, a refinement module jointly optimizes with the network
to relocate task-critical regions in the priors acquired from Stage I.

3.2 Stage I: Prior Detection
Ideally, learnable data augmentation approaches should not rely on prior knowledge about
the data distribution from a human user. If a learnable augmentation approach can benefit
from prior knowledge, it should infer it by itself and without any human-in-the-loop. We
design our augmentation approach around this principle. CNN-compatible retargeting-based
data augmentation approaches rely on accurate localization maps highlighting task-critical
regions. In this paper, we refer to such localization maps as priors. Existing works [22, 26]
employed attention mechanisms with a few convolutional layers to explicitly learn these pri-
ors. However, we hypothesize that attention mechanisms located at the start of a network
cannot faithfully learn the priors. For example, in image classification, research has demon-
strated that deeper layers in CNN contain class-discriminative semantic and spatial informa-
tion. Therefore, expecting an attention mechanism to explicitly detect class-discriminative
regions at the beginning of the network is counter-intuitive. We begin Stage I by training
a CNN on the training split of a dataset containing low-resolution images. Then we em-
ploy existing approaches that can reliably output localization maps containing task-critical
regions in the training and testing set. In our experiments, we utilized either GradCAM [23],
GradCAM++ [2], or LayerCAM [17] to obtain the priors.
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3.3 Stage II: Retargeting-Based Image Augmentation
CNN-compatible retargeting-based data augmentations downsample high-resolution input
images so that the spatial coverage of task-critical regions is increased or preserved. While
downsampling an image, these retargeting algorithm replicates regions (pixel values in a
region) with higher attention values more than regions with lower attention values. However,
these approaches are susceptible to image foldovers and extreme transformations. Thus, in
this paper, we utilize the Spatial Warper from AIM [26] as our Retargeting Module as it can
avoid extreme image transformations. We propose two modes for performing retargeting-
based image augmentations. Details on each mode are presented below.

3.3.1 Initialization Mode

In this mode, high-resolution images and the attention priors (from Stage I) are sent to the
Retargeting Module. The Retargeting Module increases the spatial coverage of the task-
critical image regions while downsampling. It then propagates the low-resolution images to
the same CNN used to infer the priors, and this process is repeated until the training loss is
converged. The key contribution of our approach is to reduce the computational complexity
of the Spatial Warper, as discussed below.

The Spatial Warper in AIM begins retargeting by converting an image’s grid representa-
tion into a graph. Pixel locations are considered the graph’s vertices (V). Edges are defined
between a vertex’s horizontal and vertical vertex neighbors. Once the graph is defined, the
Spatial Warper minimizes an energy function based on the learned attention to infer the new
location of the graph vertices. Minimizing the energy function translates to solving a sparse
linear system of the form AX = B. The vector X is unknown. The matrix A ∈ RV×V and the
vector B ∈ RV×1 given in Equation 1 are known. For ease of notation, we have followed the
exact definition of A and B in the original paper [26]. In Equation 1, vi is the location of an
ith vertex along an independent direction in space, N (vi) is the vertex neighborhood of vi,
and v j is the vertex neighbor of vi. γ i is the attention at the edge between vi, and v j. AIJ is a
row in A for a vertex vi and its vertex neighbors.

AIJ =


∑

v j∈N (vi)

2
(vi−v j+ε−1)2 , if I = J

−2
(vi−v j+ε−1)2 , if I ̸= J

0, otherwise

BI = ∑
v j∈

N (vi)

2γi(vi − v j)

(vi − v j + ε−1)2

(1)

Despite being tolerant to extreme transformations, the Spatial Warper has a high space
complexity. The reason for this high space complexity is the size of the matrix A ∈RV×V .The
space complexity of the Spatial Warper is O(V2). Thus, as the number of V in a graph in-
creases, the space complexity of AIM starts to increase significantly. Moreover, since the
new locations of the vertices are learned iteratively by a sparse linear solver, the time com-
plexity of AIM also increases significantly with an increase in the size of V . In our approach,
since attention is inferred by visual attention methods near the final convolutional layers of
the CNN, the number of vertices in the attention map is significantly lower than in the orig-
inal implementation of AIM. For example, in the original work, |V | = 1024, and thus, the
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space complexity of their approach was 100k vertices. However, in our approach |V | = 7.
Compared to AIM, the space complexity of our approach is O((logV2)2). Thus, our ap-
proach also decreases the time complexity of AIM.

3.3.2 Refinement

Conv2D ReLU Softmax

Upsample
Prior

Conv.
Block

Conv. 
Block

Last Conv. 
Block

Refined 
Prior 

Last Convolutional (Conv.) Block

Refinement Block

Conv2D ReLU Batch 
Norm

Max Pool

Convolutional (Conv.) Block Upsampled  
Task-Critical  

Regions (Prior)  
from Stage I 

 

Task-Critical
Regions (Prior)

from Stage I

Refinement Block

Softly Refined Prior

Element-wise
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Figure 3: Architecture and components of our Refinement Module. We first upsample
the attention prior (from Stage I) to have the same dimension as the low-resolution task im-
ages. We then process it through our lightweight Refinement Block. The Refinement Block
consists of sequentially stacked Convolution (Conv.) Blocks that contain convolutional and
pooling layers. These blocks perform channel rising and downsample the feature maps to
refine the upsampled prior. The last Conv. Block converts the feature maps to a localization
map having the same dimension as the prior (from Stage I). Finally, the attention prior (from
Stage I) is softly weighted by adding the Refinement Block’s output.

The training and evaluation strategy in the refinement mode is similar to the initializa-
tion mode besides one aspect. In the refinement mode, we refine the attention priors (from
Stage I) before propagating them to the Retargeting Module. The key contribution here is
our novel Refinement Module that softly refines the attention priors to better relocate the
task-critical regions in the images. An illustration and details about the Refinement mod-
ule’s components and architecture are given in 3. Unlike other methods that used attention
mechanisms to learn disassociation between pose and texture, our Refinement Module only
refines the visually explainable decisions by a CNN. Thus, compared to other approaches
such as AIM and Saliency Sampler, our approach only requires a few trainable parameters
(<1000) to infer the task-critical regions.

3.4 Implementation Details
We implemented our approach using PyTorch [20] and PyTorch Geometric [10]. The number
of channels in the first and second Convolutional Block in the Refinement Module is 32 and
64, respectively. The size of the low resolution images is 224px × 224px. The size of the
high resolution images is 448px × 448px.
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4 Evaluation
We evaluated our approach for categorizing images in the ImageCLEF2013 [12], Image-
CLEF2015 [13], and the ImageCLEF2016 [6] datasets. These datasets contain diagnostic
or general illustrations from biomedical documents. Most images contain noise in the form
of writing. In addition, ImageCLEF datasets exhibit high intra-class variance and class im-
balance. For example, in the ImageCLEF2016 dataset, some classes contain less than ten
images, while 76% of the images belong to only five categories. The distribution of the
training and the testing set for each data set is provided in Table 1.

We utilized ResNet [14] with 50 hidden layers (ResNet-50) and DenseNet [15] with
121 hidden layers (DenseNet-121) as our task networks. Both networks were pre-trained
on ImageNet [7]. The height and width of images to the task network were 224 pixels.
The images were normalized using the mean and standard deviation of images in ImageNet.
The batch size was 128, and the networks were trained for 25 epochs. We used the Adam
optimizer with average decays β1 and β2 set to 0.9 and 0.999, respectively. The learning rate
was set to 0.0002. The networks were trained and evaluated on four NVIDIA RTX 2080 TI
graphics cards. All experiments were performed using the same settings.

4.1 Baseline
We trained ResNet-50 and DenseNet-121 on the training set of ImageCLEF2013, Image-
CLEF2015, and ImageCLEF2016. Then, we evaluated the trained networks on the testing
set of these datasets. Test results are reported in Table 2. Classification accuracies in Table 2
serve as a baseline for comparison with all other experiments in the remaining sections.

In our next set of experiments, we trained and tested ResNet-50 and DenseNet-121 using
different [4, 5, 8, 22, 26, 29] state-of-the-art augmentation approaches on all three datasets.
Results are reported in Table 3. The classification accuracies using data augmentation were
generally lower than the baseline results. In particular, no augmentation approach improved
the baseline classification accuracy on the ImageCLEF2015 dataset. These experiments
demonstrated that the task networks learned undesirable biases because of geometric and
photometric perturbations to the original data. In the case of non-learnable augmentations,
results suggest that randomly removing regions was not conducive to learning. However,
as these approaches do not participate in the learning process, it is impossible to constrain
them to remove unimportant regions. In the case of learnable augmentations, it is evident
that they did not learn and focus on regions that were conducive to the task. It must be noted
that these augmentation approaches have demonstrated excellent results on images of natural
scenes but did not perform well for classifying biomedical document images.

# Samples Image Image Image
CLEF13 CLEF15 CLEF16

training 2879 4532 6776
testing 2570 2244 4166

Table 1: The number of (#) samples in
the training and testing set of the Image-
CLEF2013, ImageCLEF2015, and Image-
CLEF2016 datasets.

Model CLEF13 CLEF15 CLEF16
(Acc%) (Acc%) (Acc%)

ResNet50 86.96 75.00 85.33
DenseNet121 87.16 76.07 87.30

Table 2: Classification accuracies (Acc%)
of ResNet50 and DenseNet121 on Im-
ageCLEF2013(CLEF13), CLEF15, and
CLEF2016 datasets.
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Augmentations Augmentation Models ImageCLEF13 ImageCLEF15 ImageCLEF16
Type (Acc%) (Acc%) (Acc%)

Random Cropping Train, Geo.,
Non-Learnable

ResNet 83.11 (↓ 3.85) 73.57 (↓ 1.43) 85.41 (↑ 0.08)
DenseNet 84.36 (↓ 2.80) 75.58 (↓ 0.49) 86.20 (↓ 1.10)

Random Erasing [29] Train, Geo.,
Non-Learnable

ResNet 86.38 (↓ 0.58) 74.82 (↓ 0.18) 85.36 (↑ 0.03)
DenseNet 85.91 (↓ 1.25) 75.62 (↓ 0.45) 87.40 (↑ 0.10)

CutOut [8] Train, Geo.,
Non-Learnable

ResNet 86.65 (↓ 0.31) 73.89 (↓ 1.11) 85.45 (↑ 0.12)
DenseNet 87.67 (↑ 0.51) 75.85 (↓ 0.22) 86.65 (↓ 0.65)

RandAugment [5] Train, Geo. + Photo.,
Non-Learnable

ResNet 86.19 ((↓ 0.77) 74.55 (↓ 0.45) 85.43 (↑ 0.10)
DenseNet 87.32 (↑ 0.16) 75.49 (↓ 0.49) 87.71 (↑ 0.41)

AutoAugment [4] Train, Geo. + Photo.,
Non-Learnable

ResNet 85.29 (↓ 1.67) 74.69 (↓ 0.31) 85.67 (↑ 0.34)
DenseNet 86.73 (↓ 0.43) 74.91 (↓ 0.09) 86.53 (↓ 0.77)

Saliency Sampler [22] Train + Test, Geo.,
Learnable

ResNet 86.34 (↓ 0.62) 74.82 (↓ 0.18) 85.74 (↑ 0.41)
DenseNet 87.47 (↑ 0.31) 75.62 (↓ 0.45) 86.87(↓ 0.43)

AIM [26] Train + Test, Geo.,
Learnable

ResNet 86.77 (↓ 0.19) 73.75 (↓ 1.25) 85.29 (↓ 0.04)
DenseNet 87.59 (↑ 0.43) 75.09 (↓ 0.98) 86.92 (↓ 0.38)

Table 3: Classification accuracies (Acc%) of ResNet-50 and DenseNet-121 using different
image augmentation approaches with on ImageCLEF2013, ImageCLEF2015, and Image-
CLEF2016 datasets. Augmentation approaches that achieved lower classification accuracy
than the baseline are marked by a downward-facing arrow (↓ lower than baseline). Augmen-
tation approaches that achieved higher classification accuracy than the baseline are marked
by an upward-facing arrow (↑ higher than baseline). Geo. and Photo. stands for geometric
and photometric augmentations, respectively.

4.2 Quantitative Experimental Results of Our Approach
4.2.1 Performance on Image Classification

To evaluate our approach we used GradCAM [23], GradCAM++ [2], and LayerCAM [17]
to provide the visually explainable prior (Stage I). The task network was either ResNet-50 or
DenseNet-121. Then, we re-trained these models from scratch using our data augmentation
approach (Stage II). Results are reported in Figure 4. First, we observed that the initialization
mode improved the baseline on all data sets for both models. In particular, the attention priors
from GradCAM significantly improved the baseline on the ImageCLEF2015 (2.01% on the
ResNet model). Higher accuracies than the baseline were observed with all attention priors
besides the ones obtained from LayerCAM. Our approach in refinement mode also gave
higher accuracies than the baseline. Both models obtained higher accuracies on almost all
datasets, even after using different visually explainable priors.

4.2.2 Space Complexity

The size of the matrix AIJ in Equation 1 is 1024 × 1024 for the original implementation
of AIM. In our approach, this size reduces to 7 × 7. This reduction in the size of AIJ can
be measured in terms of GPU memory usage. On a single NVIDIA RTX 2080 Ti graphics
card, for a batch size of 1 on the DenseNet model, the GPU memory allocated for AIM is 338
MB. In comparison, 304 MB of GPU memory is allocated for our approach in the refinement
mode. Thus, our approach reduced the spatial complexity of AIM by nearly 10%. Compared
to AIM, the space complexity for our approach further decreased with an increase in batch
size. For example, for a batch size of 32, the GPU memory allocated for AIM is 6.3 GB. In
comparison, 5.2GB of GPU memory is allocated for our approach in the refinement mode.
In the initialization mode of our approach, 4.5GB of GPU memory is allocated.

Citation
Citation
{Zhong, Zheng, Kang, Li, and Yang} 2020

Citation
Citation
{DeVries and Taylor} 2017

Citation
Citation
{Cubuk, Zoph, Shlens, and Le} 2020

Citation
Citation
{Cubuk, Zoph, Mane, Vasudevan, and Le} 2018

Citation
Citation
{Recasens, Kellnhofer, Stent, Matusik, and Torralba} 2018

Citation
Citation
{Singh and Kambhamettu} 2022

Citation
Citation
{Selvaraju, Cogswell, Das, Vedantam, Parikh, and Batra} 2017

Citation
Citation
{Chattopadhay, Sarkar, Howlader, and Balasubramanian} 2018

Citation
Citation
{Jiang, Zhang, Hou, Cheng, and Wei} 2021



SINGH, KAMBHAMETTU: RETARGETING-BASED IMAGE CLASSIFICATION 9

(a) Initialization CLEF2013 (b) Initialization CLEF2015 (c) Initialization CLEF2016

(d) Refinement CLEF2013 (e) Refinement CLEF2015 (f) Refinement CLEF2016

Figure 4: Results of our approach. The top row reports results using our data augmentation
approach in the initialization mode. The bottom row reports results using our data augmen-
tation approach in the refinement mode. In both modes, higher accuracies than the baseline
were observed. Naturally, our augmentation approach outperforms all other state-of-the-art
image augmentation approaches as well. In particular, results in the refinement mode gave
consistently higher accuracies than the baseline. The numbers in the brackets next to the
classification accuracy represent the increase (+) or decrease (-) in classification accuracy
compared to the baseline. [Best viewed in color.]

5 Discussion and Conclusion
Data augmentation approaches have shown that they can improve the performance of neural
networks in classifying images of natural scenes. However, the role of data augmentation
techniques for biomedical document images has not been completely explored. Design-
ing augmentation approaches that generalize to biomedical document images can improve
the performance of biomedical document retrieval systems. In this work, we introduced a
retargeting-based image augmentation approach. We found that accurate attention prior is
vital to the performance of the task-based image retargeting techniques. In this work, at-
tention priors were obtained from techniques that provide a visual explanation of decisions
by Convolutional Neural Networks. Our data augmentation approach outperformed seven
state-of-the-art augmentation approaches on three datasets containing biomedical document
images. However, further work will be necessary to demonstrate that our approach general-
izes to other tasks. We also demonstrated that our data augmentation approach reduces the
space complexity of an existing retargeting algorithm called AIM from O(n) to O((log n)2).
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