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Problem Description 
Target-domain data encountered at test time may have different distribution
from source-domain data encountered at training time.

Problem: Models trained on source do not generalize well on the target domain. 
Potential Solution: Unsupervised domain adaptation (UDA) to adapt a 
source model to the target-domain dataset. 

Proposed Method
Stochastic Translation and UDA 

• Rely on a content-style disentanglement network [3]. 
• Associate a source-domain image, x ∈ 𝒮, with a distribution of image translations to the 

target domain:
𝐓 x, v =̇ G* C,(x), v , v~𝒩 0, 𝐈 , x ∈ 𝒮,

where we encode the content of the source image through C,(x) and then pass it
to the target-domain generator G* that is driven by the random style code v. 

Stochastic Translation and Pseudo-labelling

• Consider a complementary source CNN, F,, that operates in the source domain.
• Obtain Monte Carlo estimate of pseudo-labels by exploiting the whole distribution of 

image translations from the target to the source domain:
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where 𝐈 is the inverse transform from the target domain, 𝒯, to the source and v>
is independently sampled from the normal distribution.

Ensemble of a triplet of networks

• Train two target networks, one with the variance left intact and the other with the 
variance scaled by a constant. 

• Average their predictions with those of the source-domain network described previously.

Prior work: Deterministic translation for UDA

• Translate a source-domain image to a single target-domain image relying on 
deterministic translation [1]. 

• Train a target network based on ground-truth originally available in the source 
domain.

Our work: Stochastic translation for UDA

• Relies on stochastic translation [2, 3] to generate diverse outputs
conditioned on the same input.

Results
Ablation studies on GTA-to-Cityscapes
• Stochastic vs deterministic translation 

• Robust pseudo-labelling through network ensemble

Benchmark results

Qualitative Results 

Train ADVENT[4] using synthetic images 
obtained from deterministic translation 
(CycleGAN) and stochastic translation 
(Ours). Stochastic translation improves 
performance. ∗ denotes our retrained 
models.

Rows 1-3: performance of the source network 
F, when averaging the predictions of multiple 
translations K, of a target image. Rows 4-5: 
performance of the target networks F*, trained 
with different degrees of stochasticity in the 
translation. Row 6-8: performance when 
averaging the predictions.

Quantitative comparison 
on GTA5→Cityscapes. 
Per-class IoU and mean 
IoU (mIoU) obtained using 
VGG and ResNet101 
backbones. 

Quantitative comparison 
on GTA5→Cityscapes. 
Per-class IoU and mean 
IoU (mIoU) obtained using 
VGG and ResNet101 
backbones. 
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Code: https://github.com/elchiou/Beyond-deterministic-translation-for-UDA


