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● Common video representation learning methods 
mainly focus on temporally persistent learning: 
■ The features learned are persistent across all 

temporal locations of the whole video.
● This objective is not always preferable:

■ The strong performances are only on common 
video benchmarks of action recognition.

■ The feature learned ignores the changing nature 
in videos, may be not suitable for all video tasks.

● We propose the concept of temporal granularity.

● Given the same short video:
■ Event boundary detection task calls for temporally 

fine-grained features to be aware of the temporal 
content shifts. 

■ Video-level recognition task requires the model to 
robustly predict the target label based on some 
sampled clips from the video, preferring 
coarse-grained features.
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● Two representation setting:

■ TeG-PS: a = 0.0, only persistent 
■ TeG-FG: a = 0.9, mostly fine-grained 

● Benchmarks:
■ Prefer fine-grained feature:

● Event classification
● Event boundary detection

■ Prefer coarse-grained feature:
● Scene-heavy action recognition 

■ Interesting to explore:
● Temporal-heavy action recognition 
● Spatio-temporal action localization on 

AVA-Kinetics

● Temporal sampling:
■ Long-short sampling of two clips.

● Two embedding spaces:
■ Fine-grained space using dense 

contrastive learning for temporal 
discriminative features.

■ Coarse-grained space using 
global contrastive learning for 
coarse features.
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