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Abstract
Recent joint embedding-based self-supervised methods have surpassed standard su-

pervised approaches on various image recognition tasks such as image classification.
These self-supervised methods aim at maximizing agreement between features extracted
from two differently transformed views of the same image, which results in learning an
invariant representation with respect to appearance and geometric image transformations.
However, the effectiveness of these approaches remains unclear in the context of gaze
estimation, a structured regression task that requires equivariance under geometric trans-
formations (e.g., rotations, horizontal flip). In this work, we propose SwAT, an equiv-
ariant version of the online clustering-based self-supervised approach SwAV, to learn
more informative representations for gaze estimation. We demonstrate that SwAT, with
ResNet-50 and supported with uncurated unlabeled face images, outperforms state-of-
the-art gaze estimation methods and supervised baselines in various experiments. In par-
ticular, we achieve up to 57% and 25% improvements in cross-dataset and within-dataset
evaluation tasks on existing benchmarks (ETH-XGaze, Gaze360, and MPIIFaceGaze).

1 Introduction
Appearance-based gaze estimation remains a non-trivial problem to solve within the com-
puter vision field due to the large variability across appearance and geometric factors. Con-
volutional neural network (CNN) based methods [6, 8, 19, 22, 28, 29, 41] have achieved
promising performances fueled by large-scale datasets [19, 22, 45]. Nonetheless, there is
still a large gap to achieve a desirable performance especially when it comes to general-
izing to unseen distributions with novel head poses, appearances, geometry, and illumina-
tions. One way to address this problem is through the acquisition of even larger in-the-wild,
gaze-annotated datasets with more variability. However, collecting data with accurate gaze
annotations is an unscalable and laborious process that requires controlled conditions, com-
plicated setups, tedious camera calibration, and subject recruitment. An inexpensive solution
is therefore needed to extend variability in terms of appearance and geometric factors.

Recently, joint embedding-based self-supervised methods, including contrastive and non-
contrastive, have obtained remarkable accuracy on various vision tasks, such as image clas-
sification [2, 3, 4, 5, 15], object detection [36], and hand-pose estimation [32]. These ap-
proaches have proven successful at learning generalizable features by leveraging large-scale
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Figure 1: Left. Global view of our approach. In the first stage, we pretrain an encoder via
an online clustering approach on a large-scale set of unlabeled face images while encourag-
ing equivariance through our proposed method (SwAT). In the second stage, we transfer the
learned knowledge from the first stage and fine-tune on a small-scale set of gaze-annotated
images. Right. Transformation Catalog. The appearance and geometric transformations
explored in this work for self-supervised representation learning.

unlabeled data [18, 23]. Similarly, these methods could leverage the vast amount of unla-
beled face images that are publicly available on the Internet to learn useful representations
for appearance-based gaze estimation. However, little attention has been paid to investigat-
ing their effectiveness for the gaze estimation task. Therefore, the main goal of this work
is to explore the efficacy of a self-supervised approach in the context of gaze estimation to
reduce the reliance on large-scale gaze-annotated data that is laborious to acquire. We specif-
ically focus on full-face instead of eye-only images as input since the face provides auxiliary
information [22, 28, 42].

In a nutshell, self-supervised learning aims at solving a pretext task to learn a useful rep-
resentation. The representation is then used in downstream tasks via transfer learning. The
common pretext task among (non-)contrastive self-supervised methods (e.g., SimCLR [4],
MoCo [17], SwAV [3], BYOL [15], and VICReg [2]) is to enforce consistency between
features extracted from two differently transformed views of the same image. As a result,
the feature extractor is encouraged to learn an invariant representation with respect to the
image-space transformations, such as appearance (e.g., color jitter) and geometric (e.g., hor-
izontal flip). Although invariance might be a desired property for most image recognition
tasks, the structured regression task of gaze estimation requires equivariance under geomet-
ric transformations. In fact, applying geometric transformations to a face/eye image results
in respective changes in gaze direction. Thus, in this work, our goal is to learn an equivariant
representation under geometric transformations to align with the gaze estimation task.

In this paper, we propose Swapping Affine Transformations (SwAT), a novel method
to achieve the desired property of equivariance. It can be thought of as a plug-and-play
method that can be added to any joint embedding-based self-supervised approach. As Fig. 1
depicts, we perform self-supervised pretraining on large-scale unlabeled face images while
encouraging equivariance through SwAT. Then, we transfer the learned knowledge to the
downstream gaze estimation task and finetune with gaze labels. Intuitively, SwAT allows the
feature extractor to transfer the image-space geometric transformation to the representation
output which preserves the intrinsic structure of the transformations.

Our proposed self-supervised approach potentially deconcentrates research in gaze esti-
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mation from the non-trivial process of large-scale annotated data collection towards effec-
tively leveraging widely available large-scale unlabeled data. More importantly, leveraging
such unlabeled data with more variety enhances the generalizability of gaze estimation mod-
els upon novel distributions. We show that the equivariance property provided by SwAT
leads to learning better representations for gaze estimation, compared to other pretraining
regimes. We also show that the unsupervised features provided by SwAT surpass the com-
monly used ImageNet supervised features in gaze estimation. We perform extensive exper-
iments to verify the effectiveness of our approach under various challenging evaluation set-
tings. We demonstrate that SwAT outperforms the supervised baselines in low-data regimes
where only a few annotations (10% and 30%) are available. Supported with unlabeled data,
SwAT achieves state-of-the-art results on existing benchmarks and improves the supervised
baselines for cross- and within- dataset evaluation tasks by 57% and 25%, respectively.

2 Related Work
Self-Supervised Learning. Early self-supervised approaches attempted to learn useful rep-
resentations from unlabeled data via solving handcrafted pretext tasks such as Jigsaw puz-
zle [27], colorization [40], transformation prediction [1, 14], and inpainting [31]. More re-
cently, contrastive-based methods [4, 17, 25] have achieved notable results on various com-
puter vision tasks such as image classification. However, these methods are inherently com-
putationally inefficient as they require pairwise contrasts with a large set of negative exam-
ples. Consequently, non-contrastive approaches [2, 3, 5, 15] are receiving special attention.
Clustering-based approaches such as SwAV [3] discriminate between groups of images with
similar features instead of individual images. However, both contrastive and non-contrastive
methods are designed to learn invariant representations under image transformations, while
gaze estimation requires equivariance under geometric transformations. Hence, in this work,
we extend SwAV [3] via introducing equivariance under geometric transformations. Equiv-
ariance in self-supervised learning is starting to attract attention [11, 32, 37]. Despite their
proven effectiveness, these methods bear some limitations that do not align with our as-
sumptions. While our goal is to promote equivariance for multiple affine transformations,
Dangovski et al. [11]’s work is limited to a single transformation and Xie et al. [37]’s method
is not scalable as the number of transformations increments. Most similarly, Spurr et al. [32]
propose an equivariance formulation for the task of 3D hand-pose estimation. However,
their equivariance formulation together with a contrastive loss explicitly pushes apart the
pseudo-negative pairs that may include faces with similar affine information, gaze, and head
directions.
Appearance-based Gaze Estimation. Recent progress in appearance-based gaze estimation
has been mainly achieved via collecting large-scale datasets [12, 19, 22, 26, 45], task-specific
tailored architectures [6, 7, 10, 29], and data normalization methods [43, 44]. Apart from
supervised gaze estimation, weakly-supervised and unsupervised methods have started to
receive more attention in gaze estimation. Kothari et al. [21] propose a weakly-supervised
approach based on videos of people looking at each other. MTGLS [13] utilizes off-the-shelf
models to obtain pseudo labels for unlabeled eye images in order to learn a gaze represen-
tation. Recent generative-based unsupervised gaze estimation approaches [33, 39] make
use of unlabeled eye images to learn gaze representations. Nevertheless, these approaches
have limitations as they require supervision in the form of paired eye images of the same
person [33, 39] with similar head-pose [39]. Wu et al. [35] employ self-supervision as an
auxiliary task for supervised gaze estimation. Unlike the previous methods, we pretrain a
standard CNN architecture for gaze estimation in a self-supervised fashion via leveraging
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Figure 2: Left. Two differently transformed versions of the same image x are obtained via
applying two different sets of transformations i.e., x1 = t1(x) and x2 = t2(x). An encoder is
used to map the transformed views to vector representations, z1 and z2. To achieve equiv-
ariance, we equalize z1 and z2 in terms of affine information. To do so, we swap the affine
transformations applied in image space t1 and t2, then we use the feature transform layer
(FTL) to apply the swapped transformations to the feature vectors i.e., z̃1 = FTL

(
t2,z1

)
and

z̃2 = FTL
(
t1,z2

)
. Then, we maximize agreement between the resulting feature vectors, z̃1

and z̃2. Right. Details of the feature transform layer (FTL). vec−1(z) transforms z from 1D
to 2D in order to enable matrix-matrix multiplication with the 2D affine matrix, resulting in
z̃. Then, vec(z̃) transforms back z̃ from 2D to 1D. L2-norm is then applied.

large-scale unlabeled face images. Our approach is less complex while more scalable as it
does not make any assumption on the kind of unlabeled data and does not require multiple
auxiliary losses for training as in [33, 39]. Furthermore, in contrast to previous unsupervised
works that use eye images, we use full-face images, which have been proven to contain useful
auxiliary information (e.g., head-pose, geometric features) for gaze estimation [22, 28, 42].

3 Method
As Fig. 1 depicts, our goal is to pretrain an encoder on large-scale unlabeled face im-
ages using a self-supervised approach (Sec. 3.1) while encouraging equivariance via SwAT
(Sec. 3.2). Afterward, we transfer the knowledge to the gaze estimation task via supervised
finetuning (Sec. 3.3).

3.1 Self-Supervised Pretraining
In this work, as pretext task, we aim at maximizing the mutual information between the fea-
tures from two different views of the same image. As shown in Fig. 2 (left), two differently
transformed views of an image x are computed via applying two different sets of transfor-
mations i.e., x1 = t1(x) and x2 = t2(x) where, t1 ∼ T and t2 ∼ T are sampled from the same
transformation catalog T . An encoder fφ (.) parameterized by φ maps the transformed views
to vector representations, z1 = fφ (x1) and z2 = fφ (x2). The encoder fφ (.) is composed of a
backbone (e.g., ResNet) and a projection head (e.g., MLP). Then, we maximize agreement
between the feature vectors using an online clustering-based self-supervised approach called
SwAV [3]. SwAV enforces agreement using intermediate cluster assignments computed in
an online fashion, where the cluster assignments are treated as the targets to predict from
feature vectors. To compute the cluster assignments c1 and c2, the vector representations
(z1 and z2) are compared to a set of M learnable prototype vectors Pψ = {p1, ..., pM}, pa-
rameterized by ψ . Maximizing agreement is achieved via swapping the computed cluster
assignments and predicting them using feature vectors. The idea is to predict the cluster
assignment c1 from the feature z2, and c2 from z1. Intuitively, if two feature vectors contain
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mutual information then it should be possible to predict the cluster assignment c1 (c2) from
the other feature z2 (z1). The self-supervised loss function is as follows:

LSwAV = ℓ(z1,c2)+ ℓ(z2,c1), (1)

where ℓ(z,c) is the cross entropy loss between the cluster assignments and the probability
computed by applying softmax to the dot products of zi and prototypes (Pψ ), as in Eq. 2. The
cross entropy loss measures agreement between a feature and cluster assignment. ℓ(zi,c j) is
defined as follows:

ℓ(zi,c j) =−∑
m

c(m)
j log

(
exp( 1

τ
zi
⊤pm)

∑m′ exp( 1
τ

z⊤i pm′ )

)
, (2)

where τ is a temperature parameter and m denotes the mth prototype. The overall loss func-
tion (Eq. 1) is minimized with respect to both parameters of the encoder φ and trainable
prototypes ψ . The method is online since only the features within a batch are used to com-
pute the cluster assignments. To avoid trivial solutions i.e., assigning the same cluster for
every image within a batch, score adjustment is performed using an optimal transport algo-
rithm, namely Sinkhorn-Knopp [9]. It encourages equipartition guaranteeing that the cluster
assignments are distinct for images within a batch.

3.2 Equivariant Representation Learning
Similar to other (non-)contrastive self-supervised approaches, the SwAV formulation (Sec. 3.1)
encourages invariance under appearance and geometric transformations. In image recogni-
tion tasks such as image classification, applying geometric transformations (tg) to an image
does not change the label. However, in the gaze estimation task, applying geometric transfor-
mations in image space results in respective changes in label space. Thus, instead of learning
an invariant representation, we aim at learning an equivariant representation.
Definition 1 (Equivariance) A mapping function fφ : x→ z is said to be equivariant with re-
spect to image-space transformation tg

I when mapping the transformed input image, fφ (t
g
I (x)),

produces the same result as transforming the vector representation of the input image, i.e.,
tg
F( fφ (x)):

fφ (t
g
I (x)) = tg

F( fφ (x)), (3)

where transformations tg
I and tg

F are used to apply the same transformation in different spaces
i.e., image space and feature space, respectively. Intuitively, the equivariance property en-
ables fφ to learn a direct relationship between image space and feature space, thereby pre-
serving the intrinsic structure of the transformations [34].
Swapping Affine Transformations. Eq. 1 enforces consistent mapping between two trans-
formed views via intermediate cluster assignments. Abstractly, it aims to maximize the
mutual information between the features from two views. Thus, ideally,

fφ (t
g
1 (x)) = fφ (t

g
2 (x)). (4)

The only way that the above equality is satisfied is through encouraging fφ to be invariant
with respect to the applied geometric transformations tg

1 and tg
2 . Instead, to let the mapping

function fφ be equivariant under affine transformations applied in image space, we propose
the Swapping Affine Transformations (SwAT) method. SwAT achieves equivariance via
equalization of vector representations in terms of applied image-space affine transformations.
To achieve that, as in Eq. 5 and Fig. 2, we swap the affine transformations applied in image-
space, and then we apply them in feature-space via a feature transform layer (FTL), detailed
later. Thus,
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z̃1 = FTL
(
tg
2 ,z1

)
, z̃2 = FTL

(
tg
1 ,z2

)
. (5)

Intuitively, z̃1 and z̃2 contain the same affine transformation information. Thus, enforc-
ing consistency between transformation-equalized vector representations prevents fφ from
becoming invariant with respect to transformations. In contrast, since unequalized vector
representations z1 and z2 contain different transformation information, enforcing consistency
would result in invariance as in Eq. 4. The self-supervised loss (Eq. 1) becomes:

LSwAT = ℓ
(
z̃1, c̃2

)
+ ℓ
(
z̃2, c̃1

)
, (6)

where,
c̃2 = z̃2 Pψ , z̃2 ∈ Rd , Pψ ∈ Rd×M. (7)

Feature Transform Layer. As Fig. 2 (right) depicts, to be able to apply the feature-space
equivalent (tg

F ) of the image-space transformation (tg
I ), we introduce a non-trainable feature

transform layer (FTL). This layer takes as input the 2D affine transformation matrix T θ

(e.g., 2D rotation matrix with angle θ ) and 1D feature vector z. It first transforms z from
1D to 2D via an inverse vectorization, vec−1

2×k(z), where k = d
2 and d is the dimensionality

of the projection head. Afterward, it performs a matrix-matrix multiplication, resulting in
z̃. Finally, z̃ is transformed back to a 1D feature vector via a vectorization, vec(z̃), and then
L2-norm is applied.
Transformations. Fig. 1 (right) shows the explored transformations in this work which
fall into two groups, namely appearance and geometric transformations. In the context of
gaze estimation, appearance and scale transformations do not change the 3D gaze direction
label with respect to the camera coordinate system. In contrast, applying horizontal flip and
rotation in image space results in respective changes in label space. Thus, for our proposed
SwAT method, we only swap horizontal flip and rotation transformations. Further details of
transformations can be found in the supplemental material (Sec. B.2).

3.3 Finetuning for Gaze Estimation
Gaze estimation is a regression task where the goal is to learn a mapping function H : x → g
that maps the high-dimensional RGB images x ∈ RH×W×3 to low-dimensional 2D angles
g ∈ R2 i.e., yaw and pitch. The 2D angles are a compact representation of the 3D gaze
direction vector in the camera coordinate system, the origin of which is the center of the face
or the midpoint between the eyes, depending on the dataset. H is a parameterized function,
composed of a backbone encoder (e.g., ResNet) as well as a linear head (e.g., MLP). To
perform gaze estimation, we first initialize the weights of the backbone with the pretrained
weights previously learned through self-supervised pretraining. Then, the whole network is
finetuned with gaze-annotated data using the L1 loss between the estimated angles ĝ =H(x)
and actual angles g, as follows (where N is the number of samples):

Lgaze =
1
N

N

∑
i=1

||gi − ĝi||1, (8)

4 Experiments and Results
In this section, we assess the performance of the proposed SwAT method through an exhaus-
tive experimental evaluation to demonstrate the utility of the equivariance property under
different scenarios. We refer the reader to supplemental material for robustness analysis
(Sec. C), ablation studies and comparison with [32] (Sec. D), and qualitative results (Sec. E).
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4.1 Experimental Setting
Datasets. For the self-supervised pretraining stage, we use a curated dataset i.e., ETH-
XGaze [45] without labels. It contains 756,540 images and 80 subjects for training, captured
under controlled laboratory conditions. Since ETH-XGaze was specifically collected for the
task of gaze estimation under controlled conditions, it is unclear whether the quality of unsu-
pervised features remains the same while using an uncurated dataset. To shed light on this,
we also use the VGG-Face dataset [30] for pretraining. VGG-Face is collected from the web,
including 2,622 identities and about 1.5 M face images. For the finetuning phase, through-
out various experiments, we use the publicly available Gaze360 [19] and MPIIFaceGaze [42]
datasets, in addition to ETH-XGaze. Gaze360 is a physically unconstrained dataset collected
in indoor and outdoor environments with a wide range of head poses. MPIIFaceGaze is a
subset of the MPIIGaze [41] dataset, recorded while doing activities on the laptop.

Implementation Details. For the pretraining phase, we use SGD + LARS [38] optimizer
with a batch size of 1024 distributed over 8 NVIDIA GeForce RTX 3090 GPUs. We pretrain
for 100 epochs and experimentally found it to be sufficient. We use a weight decay of 10−6

and the learning rate is set to 0.45 followed by an initial linear warmup stage for 10 epochs.
Afterward, we use cosine learning rate decay [24] with a final value of 0.00045. As the
encoder, we use ResNet [16] and a projection head that consists of a 2-layer MLP that maps
the encoder output to 256-D. We experimentally set the number of prototypes M to 500. We
perform the finetuning stage for 100 epochs using Adam optimizer [20], with a batch size of
512. We decay the learning rate at 40 and 80 epochs by 0.1. We set the input size to 224 ×
224 unless otherwise stated. Full details can be found in the supplemental material (Sec. A).

Experimental protocol. We use the dataset partitions provided by each dataset. A prior data
normalization stage is commonly applied by creating a virtual camera with fixed intrinsic
and extrinsic camera parameters, which reduces head pose variability and hence the training
space [43]. However, this normalization may conceal the benefits of enforcing equivariance
for geometric transformations, especially for already constrained datasets with little geomet-
ric variability. Furthermore, this stage cannot be applied accurately if camera parameters
are not provided. Therefore, for the finetuning part of our methods (baselines and SwAT)
we apply data normalization only to ETH-XGaze, since its test evaluation assumes normal-
ized data, and to MPIIFaceGaze, to compare against previous approaches that performed the
normalization stage. We also evaluate the unnormalized version of MPIIFaceGaze (referred
to as MPIIFaceGaze*) to better quantify the benefits of SwAT and compare its performance
against the normalized counterpart. Throughout the paper, we use average angular gaze error
in degrees to measure performance.

4.2 Evaluating the Unsupervised Features
After assessing the effectiveness of each individual transformation and finding an optimal
composition for SwAV and SwAT (Sec. B.1, supplemental material), we evaluate the quality
of unsupervised features. More precisely, the goal of this experiment is twofold: to ex-
plore whether the equivariance property provided by SwAT leads to a better representation
compared to the invariance counterpart (SwAV), and to shed light on the quality of the unsu-
pervised features with the curated (ETH-XGaze) and uncurated datasets (VGG-Face), used
for pretraining. To do so, we perform a linear evaluation, where we freeze the backbone
(ResNet-50) after pretraining and train a linear gaze regressor on top. Then, we measure the
performance on the validation set that we manually create by splitting the available ETH-
XGaze training set intro training and validation sets. We also compare the unsupervised
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Figure 3: Left. Results of evaluating the unsupervised features of SwAV and SwAT pre-
trained with ETH-XGaze and VGG-Face datasets compared to random and ImageNet-based
initializations. Performance is measured on the manually created validation set of ETH-
XGaze. Right. Results of semi-supervised learning using two subsets (10% and 30%) of the
ETH-XGaze dataset at the subject level on the test set of ETH-XGaze.

features with ImageNet supervised features, which are widely used in current gaze estima-
tion works as initialization.

Fig. 3 (left) shows the results of the linear evaluation on the validation set of ETH-XGaze.
We can see that SwAT outperforms SwAV with both curated (ETH-XGaze) and uncurated
(VGG-Face) datasets. More importantly, SwAT surpasses the supervised features pretrained
on ImageNet, decreasing the gaze error from 22.8◦ to 20.6◦. In the next experiments, we
focus on comparing and evaluating SwAT in presence of labels for finetuning.

4.3 Semi-supervised Learning

In this evaluation, we examine the label-efficiency of SwAT. To achieve that, we perform
semi-supervised learning on two subsets of the ETH-XGaze dataset. More precisely, we de-
fine two subsets i.e., 10% and 30% at subject level, and finetune the whole network on these
subsets. As a baseline, we train a counterpart on the same subsets and with the same archi-
tecture but instead of using pretrained SwAT weights, we randomly initialize the weights.
Fig. 3 (right) depicts the results of the semi-supervised learning. As can be seen, ResNet-50
pretrained with SwAT improves the baseline up to 1.0◦ when only 10% and 30% of labeled
data at the subject level is available. This is of great importance in the gaze estimation
context as recruiting fewer subjects saves cost and time.

4.4 Comparison to state of the art

We compare SwAT with state-of-the-art methods for full-face appearance-based gaze es-
timation. We pretrain SwAT with ResNet-50 as encoder on ETH-XGaze (without labels)
and VGG-Face datasets. Then, we finetune the whole network using the aforementioned
datasets. As a baseline, we also train the same encoder (ResNet-50) solely in a supervised
fashion. Tab. 1 shows the comparison with the state of the art along with the datasets used
for pretraining and the type of encoder. As can be seen, the supervised baseline is unable to
outperform the state of the art, except on Gaze360. However, the same encoder boosted with
SwAT unsupervised pretrained features achieves up to 25%, 5%, 14%, and 19% improve-
ments compared to the supervised baseline on ETH-XGaze, Gaze360, MPIIFaceGaze, and
MPIIFaceGaze∗, respectively. Furthermore, SwAT pretrained with the VGG-Face dataset
outperforms SwAT pretrained on ETH-XGaze (without labels) on all four benchmarks. This
suggests that SwAT can effectively make use of uncurated datasets. On ETH-XGaze, SwAT
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Method Pretrain Arch. ETH-XGaze Gaze360 MPIIFace MPIIFace∗

Full-Face [42] ImageNet AlexNet+SW N/A N/A 4.8 N/A
Dilated-Net [6] ImageNet Dilated-CNN N/A N/A 4.8 N/A
RT-GENE [12] ImageNet VGG-16 N/A N/A 4.8 N/A
Gaze360 [19] ImageNet ResNet-18 N/A 13.2 N/A N/A
MTGLS [13] MS-Celeb-1M ResNet-50 N/A 12.8 N/A N/A
ETH-XGaze [45] ImageNet ResNet-50 4.5 N/A 4.8 7.1†

Wu et al. [35] N/S ResNet-18 N/A 13.2 N/A N/A

Baseline (ours) Random Init. ResNet-50 5.9 12.2 5.7 8.5

SwAT (ours) ETH-XGaze ResNet-50 4.5 11.9 5.2 7.5
SwAT (ours) VGG-Face ResNet-50 4.4 11.6 5.0 6.9

Table 1: Comparison of SwAT with state-of-the-art full-face appearance-based gaze estima-
tion works, reported as average angular gaze error (degrees). Best results are bolded. Per-
formances of the state-of-the-art approaches are shown as reported by their authors, except
values marked with †. MPIIFaceGaze∗ denotes the unnormalized version of MPIIFaceGaze.

Method Train
Test

ETH-XGaze Gaze360 MPIIFace MPIIFace∗

ETH-XGaze - 30.0 23.5 17.5
Supervised Gaze360 25.6 - 30.4 21.5

MPIIFace 32.2 27.4 - -
MPIIFace∗ 35.5 28.9 - -

SwAT

ETH-XGaze - 22.9 12.1 11.6
SwAT Gaze360 19.4 - 13.0 12.8

MPIIFace 29.5 24.9 - -
MPIIFace∗ 32.6 25.5 - -

Table 2: Comparison between supervised baseline and SwAT on cross-dataset evaluation.
Numbers denote gaze error in degrees. Best results are bolded.

pretrained with VGG-Face outperforms the state of the art that utilizes the pretrained Im-
ageNet supervised weights. In addition, SwAT improves the state of the art up to 9% on
Gaze360 while slightly underperforming it on MPIIFaceGaze. However, we can better ob-
serve the benefit of SwAT on the unnormalized version of MPIIFaceGaze (MPIIFaceGaze∗),
where SwAT improves the ETH-XGaze method with no data normalization by 0.2◦. These
results demonstrate the superior performance of SwAT in unrestricted scenarios.

4.5 Cross-dataset Evaluation
To evaluate the out-of-distribution generalization capability of SwAT, we perform a cross-
dataset evaluation, i.e., training on a given dataset and testing on other datasets. We consider
four datasets, namely, ETH-XGaze, Gaze360, MPIIFaceGaze, and MPIIFaceGaze∗. We
use ResNet-50 as encoder, pretrained on VGG-Face using SwAT. We compare our self-
supervised approach (SwAT) to a supervised baseline that is solely trained in a supervised
fashion. Tab. 2 shows the results of cross-dataset evaluation. SwAT improves the supervised
baseline by a large amount. In detail, SwAT achieves up to 24% relative improvement on
the ETH-XGaze dataset, and outperforms the supervised counterpart by 24% on Gaze360,
by 57% on MPIIFaceGaze, and by 41% on MPIIFaceGaze∗.
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Figure 4: Results of calculating Lequ for SwAV and SwAT on Gaze360 (Left) and
MPIIFaceGaze∗ (Right) datasets. The dotted lines shows the relative improvement achieved
by SwAT over SwAV.

4.6 Equivariance Analysis
To evaluate the equivariance capability, we rely on the definition of equivariance (Eq. 3) and
calculate the following metric (Lequ):

Lequ =
1
N

N

∑
i=1

|| fφ (t
g
I (xi))− tg

F( fφ (xi))||2. (9)

We compare fφ pretrained with SwAV and SwAT on the VGG-Face dataset. As the evalu-
ation datasets, we specifically focus on unconstrained gaze scenarios and calculate Lequ for
Gaze360 and MPIIFaceGaze∗. We expect SwAT to achieve lower values, which indicates en-
forcing equivariance. Fig. 4 depicts the results of Lequ on Gaze360 (left) and MPIIFaceGaze∗

(right), varying rotation degrees. As shown, in both cases SwAT consistently outperforms
SwAV in the whole rotation range. More precisely, on average, SwAT achieves 27% and
21% relative improvements compared to SwAV on Gaze360 and MPIIFaceGaze∗, respec-
tively. Moreover, we calculate Lequ for horizontal flip and find that SwAT improves SwAV
by 26% on Gaze360 and 21% on MPIIFaceGaze∗.

5 Conclusion
In this paper, we explored the effectiveness of a self-supervised method in the context of gaze
estimation, and proposed a novel approach (SwAT) to learn an equivariant representation for
geometric transformations, i.e., rotations and horizontal flip. Our approach is task-agnostic
and can be applied to any joint embedding-based self-supervised approach. We showed that
SwAT learns more informative representations than other pretraining schemes for the task of
gaze estimation. Our approach fueled by a large-scale uncurated dataset achieves more gen-
eralizable results, outperforming the supervised baselines and state-of-the-art approaches for
both within- and cross-dataset settings. We also showed that our method achieves superior
performance with fewer subjects. Thus, our approach can be leveraged to boost the perfor-
mance of current gaze estimation systems in the real world via leveraging large-scale freely
available face images on the Internet.
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