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Abstract

Event cameras are bioinspired sensors that produce asynchronous and sparse streams of events at image locations where intensity change is detected. They can detect fast motion with low latency, high dynamic range, and low power consumption. Over the past decade, efforts have been conducted in developing solutions with event cameras for robotics applications. In this work, we address their use for fast and robust computation of optical flow. We present ET-FlowNet, a hybrid RNN-ViT architecture for optical flow estimation. Visual transformers (ViTs) are ideal candidates for the learning of global context in visual tasks, and we argue that rigid body motion is a prime case for the use of ViTs since long-range dependencies in the image hold during rigid body motion. We perform end-to-end training with self-supervised learning method. Our results show comparable and in some cases exceeding performance with state-of-the-art coarse-to-fine event-based optical flow estimation.

1 Introduction

Event cameras mimic biological retinas in that they generate asynchronous and sparse event signals, providing some advantages (and drawbacks) over conventional frame-based cameras. They can detect fast motion with low latency, have low power consumption, and given their high dynamic range, are robust to changes in illumination conditions, traits that make them ideal candidates for robotic applications. However, in still conditions, they are blind to a stationary scene; and efficient treatment of their unconventional spatio-temporal data still challenges the computer vision community.

Events, reported asynchronously, occur at pixel locations that experience intensity change. Hence, subject to motion, event streams naturally detect edges, making event camera a good sensor for the estimation of optical flow. Some works already exist for the computation of event-based optical flow with artificial neural networks (ANNs) [1, 2, 3]. ANNs cannot deal well with the temporal information of event data and usually require preprocessing chunks of the event stream into time images or voxel representations. On the contrary, spiking neural networks (SNNs) have been suggested as an alternative to address the sparse and asynchronous nature of the event inputs [4, 5]. However, their performance is still uncomparable with that of ANNs as they suffer from training difficulties.
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In recent years, transformers have achieved notable success in the solution of both NLP [28] and computer vision problems. In particular, the recent architecture Visual Transformer (ViT) [9, 19] has achieved state-of-the-art performance for various visual tasks, including object detection [11], depth estimation [13] and optical flow [13, 14, 26]. For rigid scenes, optical flow is determined by the camera motion and scene depth structure. Transformer models involve the dot product self-attention mechanism, which can capture such long-range dependencies of the scene; While CNN-only models relying on local convolutional kernels require larger receptive fields or deeper structure. Recent work shows that transformers are also more efficient in solving problems with sparse and spatially-distant patterns [31], which makes them a perfect candidate for event-based data. Given the advantage of transformers already demonstrated in frame-based optical flow tasks [13, 26], we would like to explore their use for event-based optical flow tasks. However, very limited work exists combining transformers with sparse event input data for regression problems [30, 34].

In this paper, we present ET-FlowNet, a hybrid RNN-ViT architecture for event-based optical flow estimation. We incorporate a convolutional gate recurrent unit (ConvGRU) [1] for temporal information extraction with a visual transformer block with token pyramid aggregation (TPA) [30], to learn the global context. We estimate the optical flow in a coarse-to-fine manner and yield comparable results with the state-of-the-art. Our main contributions are: We propose the first pipeline to our knowledge using transformers for event-based optical flow estimation. Our tests demonstrate that our architecture outperforms the CNN-only-based method and yields the best results in most of the MVSEC sequences among self-supervised learning approaches.

2 Related Work

2.1 Learning-based event optical flow estimation

Early research on the optical flow estimation from events focused on model-based approaches, such as gradient-based [4] or spatiotemporal plane fitting [1]. More recently, deep learning techniques have achieved state-of-the-art performance [8, 12, 16, 17, 32, 37]. Of these, Zhu et al. [35] presented EV-FlowNet, which is the first ANN-based optical flow estimation framework using an encoder-decoder architecture. Learning is supervised by photometric loss from the grayscale images. They later improved their work to perform unsupervised learning of optical flow, ego-motion and depth, based on motion-compensation loss [37]. Most of the later work follows this U-Net architecture [8, 12, 16, 17, 32, 37]. Notably, Ye et al. [32] presented the first ANN framework to estimate dense flow, ego-motion, and depth from events only using unsupervised learning. They predicted the optical flow via depth and ego-motion based on the static scene assumption. More recently, Ding et al. [8] proposed STE-FlowNet, adding a correlation layer to the encoder and updating the flow using an Iterative Residual Refine scheme (IRR), also training the network with the aid of grayscale frames. In [21], the authors propose another lightweight neural network architecture, FireFlowNet, trained by a self-supervised method using contrast maximization proxy loss. All these previous works, except for [32], predict sparse flow and evaluate it using a mask due to the limited accuracy where no events are present. Inspired by the frame-based method RAFT [27], Gehrig et al. [11] used cost volumes instead of a U-Net architecture and predicted dense optical flow trained by supervised learning, yielding what we consider to be state-of-the-art performance today on dense optical flow estimation.
Whereas ANN-based methods need to aggregate event input data into images or voxel representations, losing on the way valuable temporal information, another line of research focuses on the use of asynchronous spiking neural networks (SNNs) \cite{1, 4, 5, 6, 7}, or hybrid methods \cite{8, 9}. SNNs naturally match the asynchronous events data format, and they are either trained by unsupervised learning based on STDP \cite{1, 4} –and suffer the common problem of spatio-temporal filter methods for generalization–, or with a surrogate gradient method for backpropagation based on similar self-supervised learning \cite{1, 9}. Hybrid architectures such as Spike-FlowNet \cite{10} and its variant \cite{11} combined an SNN in the encoder with an ANN in the decoder. All the SNN above-mentioned methods demonstrate improvement in energy efficiency, but still underperform their ANN counterparts in terms of accuracy.

With regards to training, some works rely on grayscale images for supervision based on photometric consistency \cite{12, 13, 14}, while others use event data based on motion compensation \cite{15, 16, 17}. Recently, Shiba et al. \cite{18} extended the Contrast Maximization (CMax) framework showing state-of-the-art results among model-based methods and also showing applicability to learning-based methods.

2.2 Transformer for event-based vision

Transformer architectures have been introduced in a variety of vision tasks recently making breakthrough achievements. The recent trend shows increasing interest in applying transformer models also to event vision. Most of the existing work using transformer backbones focus on efficient computation with patch-based event representations for classification tasks \cite{19, 20, 21}. Hybrid networks have also been proposed for more complicated tasks, such as single object tracking \cite{22} or event-based video reconstruction \cite{23}. These networks usually extract temporal information relying on RNNs \cite{24} or even SNNs \cite{25} as the backbone network, and a transformer module for global spatial information extraction. We argue that the long-range modeling capability of transformers is an ideal trait for the computation of optical flow tasks on rigid motion cases. To the best of our knowledge, ours is the first work attempting to combine the transformer model for event-based optical flow estimation.

3 Methods

3.1 Event input representations

We use event count images as input for training and testing. Specifically, events are partitioned into sets of event stream $\mathcal{E} = \{e_i\}_{i=1}^N$ with a fixed number of events $N$ (1000 in our case). The events in each partition are accumulated in two different channels according to their polarity $p_i \in \{+, -\}$, resulting in an event count image $I \in \mathbb{R}^{2 \times H \times W}$, where $H$ and $W$ represent the image height and width, see Fig. 1 frames (a) and (b). For training, however, we also create an image of average timestamps per pixel and per polarity by bilinear interpolation of the event counts at each pixel location (more on this in Sec. 3.3). Whilst there exist more complex input representations that better encode the high temporal resolution of event data, the accumulation representation while preserving polarity, is rather simple, fast to compute, and has proved sufficient to evaluate the convenience of using ViTs. Moreover,
Figure 1: Input data and optimization: (a) event input data with polarity in red and green and aggregated counts in black, (b) event count image with event counts represented by intensity, (c) deblurred image of warped events (IWE) after motion compensation.

it allows for a fair comparison with other works that do not include time or voxel data, such as those based on SNNs [12].

3.2 Architecture

Our system, ET-FlowNet, is a hybrid RNN-Transformer architecture for event-based optical flow estimation. The pipeline is shown in Fig. 2. The encoder-decoder architecture is well-adopted for event-based optical flow estimation [8, 21, 35, 37]. Optical flow is estimated in a multi-scale coarse-to-fine manner to deal with larger displacement and detect global motion features. However, these multi-scale feature maps usually lack interactions. We follow a similar encoder-decoder architecture at the backbone and incorporate a token pyramid aggregation (TPA) transformer block connecting the encoder and decoder [30]. Instead of connecting only to the single-scale feature pyramid, the TPA module connects to all the feature map outputs from the ConvGRU-based encoders. The transformer encoders model the internal spatial dependency of each feature map while the transformer decoders capture the interactions among all the feature maps via cross-attention. In such a way, we fully model the interactions across both space and scales. Similar structures show boost performance for tasks such as video reconstruction [30], segmentation [31] and object detection [33]. Our hypothesis is that this capability of modeling global dependency would be also beneficial for the event-based optical flow estimation case. The details for the architecture of our model are described as follows:

ConvGRU-based encoder block: Instead of feeding additional event timestamp pictures to convolutional layers, we use recurrent convolutional layers to extract the temporal information. Specifically, the encoder consists of four convolutional layers followed by ConvGRU blocks. The output spatial dimension of each layer is half of the previous one, while the output channel dimension doubles. Each encoder outputs a feature map \( f_{en}^{l} \in \mathbb{R}^{C_{0} \times 2^{l} \times H_{2}^{l} \times W_{2}^{l}} \), where \( C_{0} \) is the channel dimension for the first encoder. We set it to 64, the same as in [35].

TPA transformers block: We replace the two residual blocks of the standard encoder-decoder architecture [35] with a TPA module similar to [30] in order to extract the internal and intersected dependency from the multi-scale feature maps. To adapt the TPA module to our network architecture, we split the output of each encoder into the same number of patches \( n = HW / P_{0}^{2} \), where \( P_{0} \) is the patch size for the first encoder feature output \( f_{0}^{en} \in \mathbb{R}^{C_{0} \times H \times W} \). For all scales, the size of the corresponding patch embedding is \( P_{l} = P_{0} / 2^{l} \). The patches are flattened into sequences and mapped to dimension \( D \) via a trainable linear projection, which is set to be the channel number of the last encoder feature map. After adding the positioning
embedding \([28]\) of the same dimension, we feed the embedding sequences \(T_{l,i=0,...,n} \in \mathbb{R}^D\) into the transformer encoder to model the internal dependency of each feature map. The output of the transformer encoder is fed as the query vector for the transformer decoder of the same scale, and as the key and value vectors for the decoder of the upper scale. In addition, there is a skip connection for the output of the transformer encoders and decoders at each scale. For the results in Table 1, we use 2 transformer encoders and 2 transformer decoders for all the scales. Finally, all the tokens from the transformer blocks are aggregated and reshaped to \(f \in \mathbb{R}^{D \times \frac{H}{6} \times \frac{W}{6}}\) and fed to the smallest upsample decoder in the U-Net structure.

**Upsample decoder block:** The decoder consists of four upsample convolutional layers, each increasing the spatial resolution by a factor of two. Similarly, as in the original EVFlowNet \([35]\), there is a skip connection from each encoder concatenated to the predictions from the corresponding decoder sharing the same dimension. The \(\text{tanh}\) activation function is used for flow predictions and loss is applied to the flow prediction generated at each scale and concatenated to the decoders.

### 3.3 Self-supervised loss

Due to lack of labeled training data, optical flow is often learned in a self-supervised manner. In our work, we train the network using contrast maximization (CMax) loss for self-supervised learning through motion compensation as proposed by Zhu et al. \([37]\). The method aims to find the optimized parameters that compensate for the motion and provide a deblurred image of warped events (IWE) upon convergence (see Fig. 1 (c)). To this end,
events \((x_i, y_i, t_i, p_i), i = 1, ..., N\), are transformed according to the motion model. In our case, using per pixel optical flow \((u(x_i, y_i), v(x_i, y_i))\) to a single time \(t'\):

\[
\begin{bmatrix}
x'_i \\
y'_i
\end{bmatrix} = \begin{bmatrix}
x_i \\
y_i
\end{bmatrix} + (t' - t_i) \begin{bmatrix}
u(x_i, y_i) \\
v(x_i, y_i)
\end{bmatrix}.
\]

To effectively maximize contrast/reduce blur, Zhu et al. [37] adopt a loss function that minimizes the time each event is subjected to the flow vector. This is achieved by minimizing the sum of squares to the average timestamp on a couple of images of the average timestamp at each pixel with bilinear interpolation, one per polarity:

\[
T_{p'}(x, y | t') = \frac{\sum_{i \mid p_i = p'} \kappa(x - x'_i) \kappa(y - y'_i) t_i}{\sum_{i \mid p_i = p'} \kappa(x - x'_i) \kappa(y - y'_i) + \epsilon}
\]

where \(\kappa(a) = \max(0, 1 - |a|)\) is the bilinear sampling kernel and \(\epsilon\) is a tiny value to avoid division by zero. The contrast maximization loss is built with the sum of the two average timestamp images squared, scaling with per pixel event count \(n(x')\):

\[
\mathcal{L}_{CMax}(t') = \frac{\sum_x \sum_y T_{p' \in \{+\}}(x, y | t')^2 + T_{p' \in \{-\}}(x, y | t')^2}{\sum_x \sum_y [n(x') > 0] + \epsilon} \approx 0.
\]

The total loss function can be written as follows, where \(\lambda\) is a scaling factor:

\[
\mathcal{L}_{flow} = \mathcal{L}_{CMax}^{forward}(t') + \mathcal{L}_{CMax}^{backward}(t') + \lambda \mathcal{L}_{smooth}.
\]

4 Experiments

4.1 Datasets and implementation details

We use the Multivehicle Stereo Event Camera Dataset (MVSEC) [36] for evaluation, which provides ground-truth optical flow data and is used as the benchmark for event-based optical flow estimation in many prior works. The common practice in the literature is to train the network on outdoor_day2 sequence of the MVSEC dataset and test it on other sequences. However, this may lead to overfitting the same outdoor scene data. Instead, we follow the training pipeline from [12]: we train our network on the UZH-FPV Drone Racing Dataset [7] and test it on indoor_flying1, indoor_flying2, indoor_flying3 and outdoor_driving1 sequences from MVSEC dataset for quantitative evaluation. We argue that in this way the results show better generalization and it provides a fair comparison with the results from GRU-EVFlowNet and FireNet. We also test our model on the High Quality Frames (HQF) dataset [25] and the Event Camera Dataset (ECD) [20]. These datasets provide sequences covering various scenarios and ranges of motion. However, due to lack of ground-truth data, we only provide qualitative evaluations for them in the supplementary material. We implement our model using Pytorch and train it on an NVIDIA Geforce GTX 2080 GPU with batch size of 8 and epoch of 100. We use Adam optimizer [15] with a learning rate of 0.0002.
Figure 3: Qualitative results for optical flow evaluated on the MVSEC dataset for the $dt = 1$ case. Top two rows are from outdoor_day1 sequence and the last three are from indoor_flying1, indoor_flying2 and indoor_flying3 sequences, respectively. The first column presents the event input and the second column shows the ground truth dense optical flow provided in the MVSEC dataset (Note that for evaluation we use the masked sparse optical flow). Compared to other self-supervised methods trained also on different datasets: (c) FireNet and (d) ConvGRU-EV-FlowNet, our method (e) ET-FlowNet shows qualitatively better results on the outdoor sequences and competitive results in the indoor sequences (best viewed in color).
## 4.2 Evaluation results

<table>
<thead>
<tr>
<th>Training</th>
<th>outdoor_day1</th>
<th>indoor_flying1</th>
<th>indoor_flying2</th>
<th>indoor_flying3</th>
<th>Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVSEC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EV-FlowNet [35]</td>
<td>0.49</td>
<td>0.20</td>
<td>1.03</td>
<td>2.20</td>
<td></td>
</tr>
<tr>
<td>Spike-FlowNet [35]</td>
<td>0.47</td>
<td>-</td>
<td>0.84</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>STE-FlowNet [35]</td>
<td>0.42</td>
<td>0.00</td>
<td>0.57</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>EV-FlowNet2 [37]</td>
<td><strong>0.32</strong></td>
<td><strong>0.00</strong></td>
<td><strong>0.38</strong></td>
<td><strong>0.00</strong></td>
<td></td>
</tr>
<tr>
<td>EV-FlowNet2_indoor [24]</td>
<td>0.36</td>
<td>0.09</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>EV-FlowNet2_retrained</td>
<td>0.56</td>
<td>0.17</td>
<td>0.62</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>ConvGRU-EV-FlowNet [12]</td>
<td>1.30</td>
<td>9.70</td>
<td>2.18</td>
<td>24.70</td>
<td></td>
</tr>
<tr>
<td>FireNet [35]</td>
<td>0.55</td>
<td>0.35</td>
<td>0.89</td>
<td>1.93</td>
<td></td>
</tr>
<tr>
<td>ET-FlowNet (ours)</td>
<td><strong>0.39</strong></td>
<td><strong>0.12</strong></td>
<td><strong>0.57</strong></td>
<td><strong>0.53</strong></td>
<td></td>
</tr>
</tbody>
</table>

| FPV                       |              |                |                |                |          |
| EV-FlowNet [35]           | 1.23         | 7.30           | 2.25           | 24.70          |          |
| STE-FlowNet [35]          | 0.99         | 3.9            | 1.77           | 14.7           |          |
| EV-FlowNet2 [37]          | **1.30**     | **9.70**       | **2.18**       | **24.70**      |          |
| EV-FlowNet2_indoor [24]   | 1.49         | 11.72          | -              | -              |          |
| EV-FlowNet2_retrained     | 2.14         | 20.76          | 2.35           | 26.53          |          |
| ConvGRU-EV-FlowNet [12]   | 1.69         | 12.50          | 2.16           | 21.51          |          |
| FireNet [35]              | 2.04         | 20.93          | 3.35           | 42.5           |          |
| ET-FlowNet (ours)         | **1.47**     | **9.17**       | **2.08**       | **20.02**      |          |

Table 1: Quantitative results for optical flow estimation for $dt = 1$ and $dt = 4$, and tested on various sequences of the MVSEC dataset. We sorted the methods according to: a) the training dataset used: MVSEC or UZH-FPV [7]; and b) the learning method: semi-supervised with grayscale images or self-supervised using event data only. Semi-supervised results are only shown for baseline purposes. Our method is compared with other self-supervised methods, with the best performing one shown in black bold. We highlight in blue methods matching the same learning and training conditions as ours (self-supervised and trained on the UZH-FPV dataset). Of these, the best-performing method is highlighted in blue bold unless they are already highlighted in black bold. To relate the success of self-supervised methods to semi-supervised ones, we also underline results for the overall winners in each tested sequence.

The quantitative results are shown in Table 1. We use the average endpoint error (AEE) and percentage of outliers as evaluation metrics. The optical flow vectors are scaled to be the displacement between each frame-based image in the $dt = 1$ case, and four frames in the $dt = 4$ case. The flows with endpoint error larger than 3 pixels and 5% of the magnitude of the ground truth flows are treated as outliers, following [35]. The ground truth flow is masked according to the event occurrences to generate corresponding sparse ground truth optical flow for evaluation. To compare with prior work, we show the results from other state-of-the-art networks based on self-supervised or semi-supervised learning. Though some supervised learning methods or model-based methods present better performance [10, 24], we do not include their results here for a fair comparison. The three semi-supervised based models shown in Table 1 (EV-FlowNet [35], Spike-FlowNet [12] and STE-FlowNet [8]) were trained using photometric loss from grayscale images for supervision, while the rest of self-supervised methods all use CMax loss from events only. We also sort all the methods according to their training datasets. Most of the models trained on the MVSEC dataset use the outdoor_day2 sequence [3, 12, 35, 37], except for [24] which trained on indoor sequences and evaluated on outdoor day sequence only. This practice may cause overfitting.
on the same dataset. We train our model on a completely different dataset, following the same pipeline as in ConvGRU-EV-FlowNet [12] and FireNet [21]. Thus, these two networks are our main target for evaluation comparison. In addition, they both involve recurrent units and use a similar CMax loss function for self-supervision from pure events data input. We also retrained EV-FlowNet without recurrent units using voxel input representations. They present superior results in some indoor sequences for the $dt = 1$ case but much worse results for the larger time range case ($dt = 4$) without the presence of the recurrent units. In general, our method outperforms FireNet in all sequences and beats ConvGRU-EV-FlowNet, especially with a large margin for the outdoor_day1 sequence, and yields similar results in the indoor sequences. The qualitative results on the sequences shown in Fig. 3 further confirm these numbers with a visual comparison with ground-truth data.

4.3 Ablation studies

<table>
<thead>
<tr>
<th>dt = 1 frame</th>
<th>outdoor_day1</th>
<th>indoor_flying1</th>
<th>indoor_flying2</th>
<th>indoor_flying3</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline_2R</td>
<td>0.46 0.16</td>
<td>0.60 0.40</td>
<td>1.22 8.61</td>
<td>0.96 5.58</td>
</tr>
<tr>
<td>baseline_4R</td>
<td>0.82 1.21</td>
<td>0.88 1.50</td>
<td>1.39 9.88</td>
<td>1.16 6.64</td>
</tr>
<tr>
<td>ET-FlowNet_2T</td>
<td>0.41 0.14</td>
<td>0.59 0.50</td>
<td>1.19 8.81</td>
<td>0.99 6.79</td>
</tr>
<tr>
<td>ET-FlowNet_4T</td>
<td>0.39 0.12</td>
<td>0.57 0.53</td>
<td>1.2 8.48</td>
<td>0.95 5.73</td>
</tr>
<tr>
<td>ET-FlowNet_trapezoid</td>
<td>0.51 0.26</td>
<td>0.81 1.96</td>
<td>1.59 14.97</td>
<td>1.31 11.51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>dt = 4 frame</th>
<th>outdoor_day1</th>
<th>indoor_flying1</th>
<th>indoor_flying2</th>
<th>indoor_flying3</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline_2R</td>
<td>1.68 11.77</td>
<td>2.26 23.88</td>
<td>4.08 44.60</td>
<td>3.20 33.98</td>
</tr>
<tr>
<td>baseline_4R</td>
<td>2.97 39.41</td>
<td>3.51 47.73</td>
<td>4.92 60.24</td>
<td>4.20 53.00</td>
</tr>
<tr>
<td>ET-FlowNet_2T</td>
<td>1.55 10.67</td>
<td>2.17 22.61</td>
<td>4.00 42.82</td>
<td>3.31 35.27</td>
</tr>
<tr>
<td>ET-FlowNet_4T</td>
<td>1.47 9.17</td>
<td><strong>2.08</strong> 20.02</td>
<td><strong>3.99</strong> 41.33</td>
<td><strong>3.13</strong> 31.70</td>
</tr>
<tr>
<td>ET-FlowNet_trapezoid</td>
<td>1.87 16.15</td>
<td>3.02 35.41</td>
<td>5.51 55.20</td>
<td>4.46 47.30</td>
</tr>
</tbody>
</table>

Table 2: Ablation studies for ET-FlowNet with quantitative evaluation on the MVSEC dataset for $dt = 1$ and $dt = 4$. 2R and 4R stand for two or four residual blocks, while 2T and 4T stand for two or four transformer blocks, respectively.

We perform ablation studies on our ET-FlowNet based on three factors: a) with or without the transformer block b) the number of encoders and decoders included in the transformer block, and c) their stacking structure. Table 2 shows these numbers. The first factor is to show the effectiveness of the transformer block. Since training without a transformer (or residual) block connecting encoders and decoders directly is undesirable, we compare ET-FlowNet with the best-performing self-supervised learning model to date for different training/testing sequences, ConvGRU-EV-FlowNet [12]. We retrain the ConvGRU-EV-FlowNet under our settings as the baseline model. To give an equivalent comparison, we trained the baseline model with 4 residual blocks. The poor results on the outdoor sequence show possible overfitting to the indoor drone racing datasets. This is consistent with the result shown in EV-FlowNet [21]. Our model (ET-FlowNet_4T) beats the baseline models in most of the sequences for $dt = 1$ case and in all the sequences for $dt = 4$ case. In addition, compared to ConvGRU-EV-FlowNet, the qualitative results from our model in Fig. 3 show more consistency in the detail areas of the object thanks to the transformer block. The other two factors
of our ablation study are aimed at identifying the proper design of the TPA transformer block. In our case, the variant with 4 transformer blocks (2 encoders and 2 decoders) outperforms an architecture with only 2 transformer blocks (1 encoder and 1 decoder) by a small margin in most sequences. This result suggests that for the case of ViTs it is better to use a richer block structure in the TPA. Weng et al. [30] carried out extensive ablation studies with regard to the stacking fashion inside the TPA. Their conclusion is that a multiple-scale TPA (square stacking structure) performs better than a single-scale variant. Here we compare a square stacking structure (4-4-4-4) with 2 ViT encoders and 2 ViT decoders for each pyramid scale, with a trapezoid stacking one (6-4-4-2) with 3 ViT encoders and 3 ViT decoders in the last scale and 1 for each in the first scale. Since transformers are demonstrated to show effectiveness in the late stages of the network, we include more encoders/decoders in the last pyramid scale. We also ensure that both variants have the same number of transformer encoders/decoders. Our results are compatible with those of [30] where the trapezoid stacking underperforms the square structure. One possible reason is that placing fewer layers in the largest pyramid feature map would overlook short-range dependencies in the transformer.

5 Conclusion

In this paper, we proposed ET-FlowNet, the first RNN-ViT framework for event-based optical flow estimation. Our network incorporates a ViT block with TPA to extract the global spatial context and interaction among the multi-scale outputs from the encoder. We perform qualitative and quantitative evaluations on various datasets and compare them to state-of-the-art methods. Our method achieves superior results to other self-supervised methods on some of the sequences when trained and tested on different datasets. In addition, we use the event count representation to simplify the event preprocessing step and to provide a fair comparison with prior work. In future work, we aim to simplify the complexity of the network for less memory consumption and expand the self-attention mechanism as the backbone for the temporal domain.
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