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Introduction

Fig. 1. Examples of text-to-image generation on COCO. Current approaches only generate low-
quality images with unrealistic objects. In contrast, our method can produce realistic images, in 
terms of both visual appearances and geometric structure.

Fig. 1. Given a segmentation mask and a text provided by a user that describes desired objects 
and visual attributes, the goal of this model is to generate realistic images semantically matching 
the given descriptions with the global structure defined by the masks.
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Table 1. Quantitative comparison: FID, IS, and R-prcn of ours and baselines on the COCO 
dataset. For FID, lower is better, for IS and R-prcn, higher is better.

Fig. 2. Architecture of our network. POS-Attn denotes the part-of-speech tagging-based attention. 
Lc denotes the compatibility loss. 
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Fig. 3. Qualitative comparison of SPADE and ours on the COCO dataset.

Fig. 5. Left: rectification ability of our generators. a denotes images generated at the 
first stage by the model without dual-directional feedback. In b and c, denote our 
model takes these flawed features and feeds them through stages 2 and 3 progressively, 
producing the corresponding images shown at b and c. Right: disentanglement of 
objects and background.

Table 2. Ablation studies of different components used in our approach.
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Fig. 4. Effectiveness of dual-directional feedback. c, d, and e show the synthetic 
images produced at each stage by the model without adopting the discriminator with 
dual-directional feedback. f, g, and h show the synthetic images generated at each 
stage by our full model.


