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Abstract

Self-training-based methods have achieved superior performance on unsupervised
domain adaptive semantic segmentation task. However, these methods severely suffer
from noisy pseudo label assignment. In this paper, we propose a simple yet effective dual
pseudo label updating method that employs both online and offline mechanisms to dy-
namically update the two groups of pseudo labels. The online updating module employs
a mean model to generate pseudo labels on-the-fly while the offline updating module cap-
italizes on the temporal consistency information to correct noisy labels. Furthermore, we
present an online-offline dual regularization to further improve the noise-tolerant ability
of the model. Combining the online-offline dual updating and online-offline dual regular-
ization, we propose a novel mean-teacher based framework dubbed Online-Offline Dual
Domain Adaption (DUDA). Experiments show the proposed DUDA brings large perfor-
mance gain and achieves state-of-the-art performance on two challenging benchmarks:
GTA-to-Cityscapes and SYNTHIA-to-Cityscapes (58.4% mIoU and 59.7% mIoU re-
spectively). Our code will be available at DUDA-Semantic-Segmentation-UDA.

1 Introduction

Deep convolution neural networks (DCNNs) have made great progress in semantic segmen-
tation task over these years [2, 8, 14]. Training a DCNN model usually requires a large
amount of data while labelling is expensive and infeasible at large scales for semantic seg-
mentation. Therefore, compute graphics technology is employed to simulate images, which
can automatically generate accurate pixel-level semantic labels [24, 25]. However, due to
the significant appearance gap between synthetic and natural styles, the model trained by
simulated images usually suffers a huge performance drop when deployed to the real scene.
To address this problem, the domain adaptation technique is proposed with the goal of trans-
ferring the knowledge from simulated images (source domain) to real scenes (target domain)
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thus reducing the performance drop caused by the domain gap [16, 17, 18, 41]. In this cam-
paign, the unsupervised domain adaptation (UDA) is one of the most popular and realistic
settings, where the labels of target domain are totally unavailable.

This paper focuses on the UDA semantic segmentation problem. Currently, adversar-
ial training [16, 17, 19, 30, 31, 35, 44] and self-training [9, 13, 15, 20, 40, 41, 46, 47]
are the two most commonly used methods for UDA. Adversarial training follows the idea
of Generative Adversarial Networks (GAN) [5] and employs a discriminator to align the
distribution of source and target domains in feature space, while self-training employs the
pseudo labels on target domain to train the model directly. Most recent domain adapta-
tion pipelines [15, 20, 40, 41] utilize adversarial training to acquire an initial model firstly
and then apply self-training to further improve performance. However, most self-training
methods employ the offline pseudo label updating strategies and suffer from an inevitable
problem, i.e. the noisy labels assignment, which would lead the model to overfit to the in-
correct pixel labels and hinder further performance improvement. To tackle this issue, recent
works begin to employ online pseudo label strategy [40, 41] due to its self-correcting prop-
erty, which uses a mean-teacher model to generate pseudo labels on-the-fly as supervision
for student model. Particularly, the current state-of-the-art method MFA [40] combines both
online and offline pseudo labels, where online pseudo labels are provided by another model
in co-learning [6] framework.

We find that self-correcting property in aforementioned methods brings significant per-
formance gain, but the offline labels are always ignored which are simply kept fixed. Based
on this thought, we argue that the offline pseudo labels should also be dynamically updated
to achieve self-correcting. To this end, this paper presents a novel Online-Offline Dual Do-
main Adaption (DUDA) method to reduce the effect of noisy labels in the self-training stage.
DUDA includes an online-offline dual update module and an online-offline dual regulariza-
tion module to achieve better denoising performance. Inspired by SWLF [21] which pro-
vides a new standpoint for denoising and proves that the temporal consistency information
of model output during training can be used to filter out the noisy labels, we assume that
the predicted result of noisy pseudo labels may be jittered and temporal inconsistent. Basing
on this assumption, we propose a novel algorithm named Temporal-aware Offline Pseudo
Label Update (TOPLU) that can update the offline pseudo labels via utilizing the model im-
provement and the temporal consistency information during training. TOPLU together with
the online updating strategy form our online-offline dual updating module.

Another work that is inspiring to ours is HCL [10]. Both HCL and our DUDA employ the
historical consistency information but some differences exists. In our setting, the DUDA uses
the historical information on label index map directly to update the offline pseudo label under
self-training framework. While HCL utilizes the information in feature level and employes
contrastive learning method. In HCL the historical consistency inforamtion is used to prevent
the model forgetting source information and reweight the contrastive loss.

We also find that regularization is effective for UDA task but ignored in previous online
pseudo label assignment. In DUDA, we introduce a region regularization paradigm and ex-
tend it to dual regularization mode to further boost the performance. The “region” indicates
the regularization is applied on area-level unlabelled or labelled pixels, and the regularization
term includes an entropy minimization regularization [31] and a KLD-regularization [47].
Here we apply it on both online and offline pseudo labels and dubbed it “dual” region regu-
larization. The main contributions of our work are summarized as follows:

• We proposed an online-offline dual self-training module which includes both online
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and offline pseudo label updating to reduce the amount of noisy pseudo labels. To our
best knowledge, we are among the pioneers to update offline pseudo labels in UDA
semantic segmentation task.

• Region regularization is introduced in this work and we extend it into the dual regular-
ization mode that applies the region regularization on both online and offline pseudo
labels. Comparing with the traditional offline-only regularization, we show the effec-
tiveness of our dual strategy under both online and offline settings.

• DUDA is built within a mean-teacher framework equipped with above two contribu-
tions. Extensive experiments demonstrate the effectiveness of DUDA: on DeepLabv2
backbone, DUDA achieves 58.4% mIoU on GTA5-to-Cityscapes benchmark and 59.7%
mIoU on SYNTHIA-to-Cityscapes benchmark without any external steps such as
multi-stage self-training or model distillation.

2 Related work

In this section, we briefly review existing methods for self-training based UDA semantic
segmentation, noisy label learning techniques and regularization method, which form the
main motivations of our method.

Self-training for UDA semantic segmentation. Self-training methods using pseudo
labels are widely applied in the field of UDA semantic segmentation [20, 40, 41, 42, 46].
In CBST [46] and IAST [20], class balance strategies based on softmax probability are
proposed for selecting pseudo labels. In CAG [42], a novel pseudo label select method using
category anchors is proposed which does not depend on complex class balancing strategy.
The above methods all apply the offline pseudo label strategy in which pseudo labels remain
unchanged during training. In ProDA [41], an online pseudo label strategy is presented and
uses a mean-teacher model to generate online pseudo labels as supervision of student model.
MFA [40] combines the offline and online pseudo labels and achieves better performance.
Recently, CPSL [13] further improve the ProDA via considering the class-balance issue and
employing optimal transport to achieve label assignment.

Noisy label learning. Robust loss function and co-learning are two common noisy label
learning methods. For robust loss function method [4, 32, 33, 43], the goal is to design a loss
function that is tolerant to noisy labels. In [4], Mean Absolute Error (MAE) is theoretically
proved to be robust to noisy label. Generalized cross-entropy(GCE) [43] and symmetric
cross-entropy(SCE) [33] combine reverse cross-entropy together with the cross entropy to
achieve more noise-tolerance performance. For the co-learning based methods, they use
multi-model information to suppress noisy labels [6, 28, 34, 37]. Co-teaching [6] maintains
two networks and selects the small-loss samples to train another network. Co-teaching+ [37]
uses the disagreement predictions to maintain the inconsistency of the two models, leading to
a more robust model against the noise. JoCoR [34] presents the so-called co-regularization
and proves the consistency information of the two different models is also important.

Regularization. This paper focuses on consistency regularization and entropy regular-
ization. Consistency regularization has been used in UDA task [39, 40, 41] and it is first
proposed by [1] and is widely accepted in mean-teacher framework [29]. FixMatch [27]
and FlexMatch [38] employ the consistency regularization loss, which enforces the model
output similar between the weak augmentation and strong augmentation input.In UDA task,
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entropy regularization is commonly used. Advent [31] adapts the entropy minimum regu-
larization for adversarial training and CRST [47] proposes KLD regularization to avoid the
model overfitting to overconfident wrong label. IAST [20] combines the two regularizations
into different region of pseudo labels.

Our work is mostly inspired by MFA [40] where we employ a mean-teacher framework
and online pseudo label assignment strategy. Different from MFA, we additionally employ
the temporal consistency information to update the offline pseudo label. Besides, the tra-
ditional region regularization [20] applied in the offline setting is also extended into online
mode to further improve the performance.

3 Method

3.1 Preliminaries
In UDA semantic segmentation task, datasets are divided into the source and target domains.
The two domains share the same K classes. For source dataset Ds = {(X s

i ,Y
s
i )}, where

X s ∈ RH×W×3 are RGB images and Y s ∈ RH×W×K are the corresponding labels in one-hot
format. Target dataset Dt = {(X t

i ,Y
t
i )} is similar to source dataset in format while X t

i is
available only. The segmentation model can be written as h = d ◦ f which is composited by
a feature extractor f and a classifier d. We denote P = h(X |θ) as a forward calculation of a
model with parameter θ , and the input and output are X and P respectively. Cross-entropy is
commonly used as a training loss.

Lce(Y,P) =−
H×W

∑
i=1

K

∑
k=1

y(i,k) · log(p(i,k)) (1)

where Y is the ground truth in one-hot format and P is the softmax output of the model. The
y(i,k) and p(i,k) are the pixel level representation. In addition, we denote Iigr as the ignore
index for cross-entropy loss.

DUDA is formed by a standard mean-teacher framework, which consists of a gradient
updated student model and a moving average updated teacher model. Different from regular
exponential moving average (EMA) update [29] for the teacher model, we follow the spirit
of MFA [40] and use SWA [12] to update the teacher model:

θ
mean
t = θ

mean
t−1 +

(θt−1 −θ mean
t−1 )

navg +1
(2)

where θt and θ mean
t represent the parameters of student and teacher in the t step respectively,

and navg means the number of update times. Like most previous domain adaptation methods,
the loss function of DUDA can be roughly described as:

L= Ls +Lt +Lreg (3)

Ls is the source-domain supervision, which is implemented as a naive cross-entropy loss:

Ls = Lce (Ys,Ps) (4)

Lt is the target-domain loss including the online loss Lon
t and offline loss Lo f f

t . Lreg is the
regularization item include consistency loss Lcst and dual region regularization loss Ldual

region.
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Figure 1: The simplified overview of our proposed DUDA. DUDA includes a student model
(the blue one) and a teacher model (the orange one). The online pseudo labels are generated
by the teacher model with the full resolution input firstly, then the Full-to-Weak (F2W) and
Pseudo-Label-Selection (PLS) operations are applied. TOPLU combines the information of
current predicted results and historical pseudo labels to update the offline pseudo label.

The consistency loss Lcst can be written as follows:.

Lcst = Ex

[∥∥∥F2W (h(x f ull
T |θ mean))−h(xT |θ)

∥∥∥] (5)

in which x f ull
T represents the full-resolution image without data augmentation. Different

from MFA, we borrow the full-to-weak operation (F2W (·) in Equation. 5) from ProDA [41]
to take advantage of the larger receptive field. The remaining losses will be described in the
following section. Figure. 1 shows the simplified overview of our DUDA.

3.2 Online-Offline Dual Self-training
Online pseudo label update. The Online pseudo label update is one of the popular denoising
methods due to its self-correcting property during the self-training process. We apply the
online update to our framework following ProDA [41] and MFA [40]: our online pseudo
label scheme follows MFA mostly, but we employ the full-to-weak operation in ProDA to
generate more accurate online pseudo labels which can be written as:

Ŷ on
t = PLS(F2W (Pf ull)) (6)

where Pf ull is the mean model’s softmax output of the full-resolution image data. After get-
ting predicted results, the pseudo labels selecting strategy (PLS(·) in Equation. 6) is applied
to the results and we employ Online-CBST presented in MFA for selecting high confidence
pixels as pseudo labels. After getting Ŷ on

t , we calculate the online pseudo loss as:

Lon
t = Lce(Ŷ on

t ,Pt) (7)
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in which Pt refers to the student model’s softmax output for current batch input. Note that the
online pseudo labels are updated on-the-fly as the parameters are updated during training. A
more detailed introduction to Online-CBST is given in the supplementary material.

Offline pseudo label update. Previous self-training methods in UDA semantic segmen-
tation update the offline pseudo labels by stage [20, 42, 46]. Inspired by online pseudo
labels update and SWLF [21], we propose a Temporal-aware Offline Pseudo Label Update
(TOPLU) algorithm to update offline pseudo labels and reduce the negative impact of noisy
label via updating the offline labels by iteration. The proposed TOPLU algorithm consists of
three steps. The first step is high-confidence acceptance and we use the Online-CBST again
in this step to filter out the full-resolution image prediction results Ŷcurr to get rough pseudo
labels Ŷ

′
curr. Note that our selection strategy is general and can be replaced by any other

strategies such as fixed threshold. We employ Online-CBST for the sake of class balance.
Then the two steps follows: 1) inconsistent discard and 2) consistent acceptance.

For the inconsistent discard step, the pixel labels that are inconsistent with previous
pseudo labels are dropped even though they are regarded as “high confidence” according
to the high-confidence acceptance step. This step is based on the assumption that the model
may predict the inconsistent result for noisy labels during training. It can be written as:

I[Ŷprev ̸=Ŷcurr]I[Ŷprev ̸=Iigr](Ŷ
′
curr) = Iigr (8)

in which I is the indicator function and Ŷprev is the previous offline pseudo labels.
For the consistent acceptance step, we design this step to add the pixel labels that are

dropped by the high-confidence acceptance step but have consistency with historical pseudo
labels. These pixels are believed to be correctly predicted according to our assumption. It
can be written as:

I[Ŷprev=Ŷcurr]I[Ŷprev ̸=Iigr](Ŷ
′
curr) = Ŷprev (9)

After these three steps, the updated offline pseudo label Ŷ o f f
t is gotten and saved back to

the dataset. We adopt symmetric cross-entropy(SCE) [33] loss on offline pseudo label to
enhance the denoise ability.

Lo f f
t = αLce(Pt ,Ŷ

o f f
t )+βLce(Ŷ

o f f
t ,Pt) (10)

where α and β are balancing coefficients and set to 0.1 and 1 respectively. Combining the
online and offline supervision, the loss function of the target domain can be summarized as:

Lt = Lo f f
t +λ

onLon
t (11)

the λ on is a trade-off coefficient for online supervision. We employ sce loss for offline pseudo
label while cross-entropy loss for online pseudo label. Such configuration is because that sce
loss will make the model under-fit while cross-entropy loss is not robust to noise and the
combination of the two loss is a better choice.

3.3 Online-Offline Dual Region Regularization
Previous arts [20, 31, 47] have proven the effectiveness of using regularization strategy.
To begin with, we simply review the region regularization used in IAST [20]. Firstly, the
KLD-regularization is employed to prevent the model over-fitting to the confident pixel via
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minimize the KL-Divergence of the softmax output. Its formulation can be written as below
following:

Lkld =− 1
|Xt | ∑

xt∈Xt

I[Ŷ ̸=Iigr ]

1
C

C

∑
c=1

log(pc) (12)

Besides, for the unlabelled pixels, the entropy minimum regularization is applied to make
the distribution of the softmax output “sharper”. It can be written as following:

Lent =− 1
|Xt | ∑

xt∈Xt

I[Ŷ=Iigr ]

1
C

C

∑
c=1

pclog(pc) (13)

However, most previous methods use regularization in the offline situation while the reg-
ularization for online pseudo labels is ignored. In DUDA we extend the region regularization
into both offline and online situation and present so called dual regularization strategy. It can
be formulated as below:

Ldual
kld = Lo f f

kld +λ
onLon

kld , Ldual
ent = Lo f f

ent +λ
onLon

ent (14)

where λ on denotes the online part coefficient shared with Equation. 11. Combine the
aforementioned consistency regularization, the Lreg item in Equation. 3 is the sum of consis-
tency regularization and dual region regularization:

Ldual
region = λ

entLdual
ent +λ

kldLdual
kld , Lreg = Lcst +Ldual

region (15)

where λ ent and λ kld is the trade-off coefficient for entropy minimum and KL-Divergence
regularization. Lcst is the consistency regularization referred before.

It is worth noting that the offline and online pseudo labels are both dynamic updated
and the labelled pixel get increased as training going on. Therefore, the entropy mini-
mum regularization applied on unlabelled pixel mainly works in early stage while the KLD-
regularization applied on labelled pixels becomes dominating in later stage as the labelled
pixels become abundant. The KLD-regularization prevents the model overfitting to the con-
fident pixel label.

4 Experiment

4.1 Experimental Setup
Implementation Details. We employ DeepLabv2 [8] as the segmentation model with ResNet
101 [7] backbone pre-trained on ImageNet-1k. FDA [36] is employed to warmup the model
before self-training stage and CBST [46] is utilized to obtain the initial pseudo labels. Ran-
dom resize and crop is applied as the data augmentation. We use the SGD optimizer with
an initial learning rate of 0.002 and the poly learning rate adjustment strategy is used. We
train the model for 80,000 iterations totally and the batch size is set as 4. Furthermore, the
trade-off coefficient λ o f f , λ ent and λ kld are set as 0.5, 2.0 and 0.1 respectively.The offline
pseudo label update begins at 15,000th iteration. All experiments are conducted using two
2080Ti GPUs and implemented by Pytorch.

Dataset and Evaluation Protocol. To evaluate our proposed DUDA, we use synthetic
datasets GTA5 [24] and SYNTHIA [25] that are widely used in cross-domain semantic seg-
mentation tasks as the source-domain datasets. The real scene dataset Cityscapes [3] is
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employed as the target-domain dataset. GTA5 contains 24,966 training images with a reso-
lution of 1914×1052 and we use its 19 categories shared with Cityscapes. The SYNTHIA
dataset includes 9,400 images with a resolution of 1280× 760. Following [40], we use its
13 categories shared with Cityscapes. Cityscapes dataset includes 2,975 training images and
500 validation images and all images have a resolution of 2048× 1024. In terms of the
evaluation metrics, we exploit Insertion over Union (IoU) to measure the performance of the
compared methods.

4.2 Comparative Studies
We compare DUDA with several state-of-the-art self-training-based UDA methods. Table. 1
shows the comparison results on GTA5-to-Cityscapes benchmark. Our DUDA achieves the
state-of-the-art 58.4 mIoU score. Among the 19 categories, we achieve the best scores on
14 categories. Furthermore, we observe that DUDA achieves excellent performance on the
head categories such as road, building and sky. We own such superior performance to
our dual update strategy that brings more correct pseudo labels to head categories. While for
some hard and tail categories, such as pole and terrain, our framework can be also on
par with or outperform other rivals, e.g., outperforming ProDA and MFA by 4.7 mIoU and
2.7 mIoU respectively.

Figure 2: Visualization of the pseudo labels. First row shows the initial pseudo labels, and
the second and third rows are the finally updated pseudo labels and GT labels.

Table. 2 shows the result on SYNTHIA-to-Cityscapes benchmark and exhibits the con-
sistent performance as on GTA5-to-Cityscapes. Although the adaptation from SYNTHIA is
more challenging than that from GTA5, our proposed DUDA also brings huge performance
gains, reporting 59.7 mIoU on this benchmark.

4.3 Ablation Studies
Our baseline (ST-MT) employs a standard mean-teacher framework with consistency loss
and naive self-training. In this baseline, naive self-training with sce loss and consistency
loss with full-to-weak operation are employed which achieve 55.0 mIoU finally. To make
our analysis more clear, we divide DUDA into a dual update module (DUPT) and a dual
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CBST [46] 91.8 53.5 80.5 32.7 21.0 34.0 28.9 20.4 83.9 34.2 80.9 53.1 24.0 82.7 30.3 35.9 15.0 25.9 42.8 45.9
IntraDA [22] 90.6 36.1 82.6 29.5 21.3 27.6 31.4 23.1 85.2 39.3 80.2 59.3 29.4 86.4 33.6 53.9 0.0 32.7 37.6 46.3
WSDA [23] 91.6 47.4 84.0 30.4 28.3 31.4 37.4 35.4 83.9 38.3 83.9 61.2 28.2 83.7 28.8 41.3 8.8 24.7 46.4 48.2
SUDA [39] 91.1 52.3 82.9 30.1 25.7 38.0 44.9 38.2 83.9 39.1 79.2 58.4 26.4 84.5 37.7 45.6 10.1 23.1 36.0 48.8
CaCo [11] 91.9 54.3 82.7 31.7 25.0 38.1 46.7 39.2 82.6 39.7 76.2 63.5 23.6 85.1 38.6 47.8 10.3 23.4 35.1 49.2
IAST [20] 94.1 58.8 85.4 39.7 29.2 25.1 43.1 34.2 84.8 34.6 88.7 62.7 30.3 87.6 42.3 50.3 24.7 35.2 40.2 52.2
FDA [36] 92.5 53.3 82.4 26.5 27.6 36.4 40.6 38.9 82.3 39.8 78.0 62.6 34.4 84.9 34.1 63.1 16.9 27.7 46.4 50.5
Seg-U [45] 90.4 31.2 85.1 36.9 25.6 37.5 48.8 48.5 85.3 34.8 81.1 64.4 36.8 86.3 34.9 52.2 1.7 29.0 44.6 50.3
TPLD [26] 94.2 60.5 82.8 36.6 16.6 39.3 29.0 25.5 85.6 44.9 84.4 60.6 27.4 84.1 37.0 47.0 31.2 36.1 50.3 51.2
ProDA [41] 91.5 52.4 82.9 42.0 35.7 40.0 44.4 43.3 87.0 43.8 79.5 66.5 31.4 86.7 41.1 52.5 0.0 45.5 53.8 53.7
MFA [40] 94.5 61.1 87.6 41.4 35.4 41.2 47.1 45.7 86.6 36.6 87.0 70.1 38.3 87.2 39.5 54.7 0.3 45.4 57.7 55.7
DUDA(ours) 94.6 66.4 87.0 41.5 41.2 48.7 47.6 47.6 87.8 46.8 87.2 72.3 38.5 89.1 38.9 61.4 0.0 51.5 61.1 58.4

Table 1: Results on GTA5-to-Cityscapes. Our proposed DUDA achieves competitive perfor-
mance compared with other state-of-the-art methods. For a fair comparison, we present the
self-training stage in ProDA and MFA.

region regularization module (DREG). Each module can be further divided into the online
part and the offline part. Tabel. 3 shows the result of our ablation study.

Figure 3: The feature space visualization for DUDA and FDA results via t-SNE.

The Effectiveness of Online-Offline Dual Update. The ablation study result of online-
offline dual update can be seen in Table 3. The model achieves 56.9 mIoU after introducing
the whole dual update module, bringing about 1.9 mIoU gain comparing with the baseline.
Our ablation study further shows the effectiveness of online and offline update which brings
0.6 mIoU and 1.5 mIoU improvement respectively. Based on the observation, we can con-
clude that both online and offline pseudo label update strategy have their own contribution to
the whole adaptation performance. Figure. 2 gives a more intuitive show of the pseudo label
update result for offline part. We observe that the amount of labelled pixels are increased and
some noisy labels are corrected comparing with those initial pseudo labels. These improve-
ment further help self-training in later iteration. Furthermore, visualize the feature space of
the model using t-SNE in Figure. 3 and we can find that the features can be better separated
after DUDA and also these features are better gathered.

The Effectiveness of Dual Region Regularization. Table. 3 shows the effectiveness
of the dual regularization strategy. The whole dual region regularization module brings 1.3
mIoU improvement comparing with the previous results and achieves 58.3 mIoU finally.
Further ablation study shows the benefit of online and offline regularization part in detail.
We observe that both online and offline region regularization can significantly benefit the
segmentation performance. Particularly, our experiments prove that the region regularization
applies on the online pseudo label brings a significant performance boost.

Citation
Citation
{Zou, Yu, Kumar, and Wang} 2018

Citation
Citation
{Pan, Shin, Rameau, Lee, and Kweon} 2020

Citation
Citation
{Paul, Tsai, Schulter, Roy-Chowdhury, and Chandraker} 2020

Citation
Citation
{Zhang, Huang, Tian, and Lu} 2022

Citation
Citation
{Huang, Guan, Xiao, Lu, and Shao} 2022

Citation
Citation
{Mei, Zhu, Zou, and Zhang} 2020

Citation
Citation
{Yang and Soatto} 2020

Citation
Citation
{Zheng and Yang} 2021{}

Citation
Citation
{Shin, Woo, Pan, and Kweon} 2020

Citation
Citation
{Zhang, Zhang, Zhang, Chen, Wang, and Wen} 2021{}

Citation
Citation
{Zhang, Sun, Wang, Li, and Hu} 2021{}



10 DUDA: ONLINE AND OFFLINE DUAL DOMAIN ADAPTION

method ro
ad

sd
w

k

bl
dn

g

lig
ht

si
gn

ve
g

sk
y

ps
n

ri
de

r

ca
r

bu
s

m
ot

o

bi
ke m
Io

U

CBST [46] 68.0 29.9 76.3 22.8 29.5 77.6 78.3 60.6 28.3 81.6 23.5 18.8 39.8 48.9
IntraDA [22] 84.3 37.7 79.5 9.2 8.4 80.0 84.1 57.2 23.0 78.0 38.1 20.3 36.5 48.9
WSDA [23] 92.0 53.5 80.9 3.8 6.0 81.6 84.4 60.8 24.4 80.5 39.0 26.0 41.7 51.9
SUDA [39] 83.4 36.0 71.3 18.2 26.7 72.4 80.2 58.4 30.8 80.6 38.7 36.1 46.1 52.2
CaCo [11] 87.4 48.9 79.6 17.4 28.3 79.9 81.2 56.3 24.2 78.6 39.2 28.1 48.3 53.6
IAST [20] 81.9 41.5 83.3 30.9 28.8 83.4 85.0 65.5 30.8 86.5 38.2 33.1 52.7 57.0
FDA [36] 79.3 35.0 73.2 19.9 24.0 61.7 82.6 61.4 31.1 83.9 40.8 38.4 51.1 52.5
Seg-U [45] 87.6 41.9 83.1 31.3 19.9 81.6 80.6 63.0 21.8 86.2 40.7 23.6 53.1 54.9
TPLD [26] 80.9 44.3 82.2 20.5 30.1 77.2 80.9 60.6 25.5 84.8 41.1 24.7 43.7 53.5
ProDA [41] 87.1 44.0 83.2 45.8 34.2 86.7 81.3 68.4 22.1 87.7 50.0 31.4 38.6 58.5
MFA [40] 85.4 41.9 84.1 22.2 23.9 83.6 80.7 71.5 35.8 86.6 47.6 37.2 62.5 58.7
DUDA(ours) 84.4 43.4 80.3 29.3 28.9 75.6 88.1 69.3 33.8 88.1 60.1 47.0 57.8 59.7

Table 2: Results on SYNTHIA-to-Cityscapes benchmark. Our proposed DUDA achieves
competitive performance compared with other state-of-the-art methods.

Components

mIoU gain
ST-MT

DUPT DREG

ONUPT OFFUPT ONREG OFFREG

✓ 55.0 -
✓ ✓ 55.6 +0.6
✓ ✓ 56.5 +1.5
✓ ✓ ✓ 56.9 +1.9
✓ ✓ ✓ 56.4 +1.4
✓ ✓ ✓ ✓ 57.4 +2.4
✓ ✓ ✓ ✓ 57.0 +2.0
✓ ✓ ✓ ✓ ✓ 58.3 +3.3

Table 3: The ablation study of proposed components on GTA5-to-Cityscapes benchmark.
ST-MT: self-training with the mean-teacher framework. DUPT: dual update module. DREG:
dual region regularization. ONUPT: online pseudo label update. OFFUPT: offline pseudo
label update. ONREG: online region regularization. OFFREG: offline region regularization.
Note that we discard the horizontal flip trick here and achieve 58.3 mIoU finally.

4.4 Conclusion

This paper focuses on self-training based UDA semantic segmentation, and we build a new
framework dubbed DUDA which includes dual pseudo label update and dual region regular-
ization module. The “dual” indicates both pseudo label update and region regularization are
applied on the online and the offline pseudo labels. With the pseudo label update method,
the noisy labels are reduced and more correct labels are added, this is the main reason why
the dual update strategy brings large performance gain.
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