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Experimental ResultsMethod and Analysis

The whole DUDA framework include a gradient updated student model and a SWA updated teacher model. The teacher
model provides the on-the-fly online pseudo label and update the offline pseudo label via TOPLU algorithm. TOPLU
algorithm is designed that combines current predict result and previous saved result. The historical consistency
information is utilized in TOPLU.

Three steps of TOPLU Algorithm
1. High-confidence acceptance: Batch level

CBST is applied to select high confident
pixel.

2. Inconsistent discard: Comparing with
previous result and discard the
inconsistent result.

3. Consistent acceptance: Comparing with
previous result and acceptance the
inconsistent result.

The image above shows the refinement result of the
offline pseudo label in the DUDA. The image right
image is the t-SNE visualize. The refined pseudo
label bring better separated features.

Introduce

Current self-training method in semantic segmentation include
static offline pseudo label and dynamic online pseudo label and
the static offline pseudo label is updated by stage. We argue that
the offline pseudo label also need updated during training and
historical consistency information is employed here to update the
offline pseudo label.
Our contributions can summary as follows:
• Online and offline dual update pseudo label update stage
• Online and offline dual regularization
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