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Abstract
Unsupervised video prediction aims to forecast future 
frames conditioned on previous frames with the 
absence of semantic labels. Most existing methods 
have applied conventional recurrent neural networks, 
which focus on past memory, while few draw 
attention to highlight motion and context information. 
In this work, we propose a Unified Multi-Excitation 
(UME) block to enhance long-short-term memory, 
specifically applying an excitation mechanism to 
learn both channel-wise inter-dependencies and 
context correlations. Our contributions include: 1) 
introducing motion and channel excitation to enhance 
motion-sensitive channels of the features in the short 
term; and, 2) proposing an adaptive modeling 
scheme as context excitation inserted between 
(2+1)D convolution cells. The overall framework 
employs a multi-excitation block inserted into each 
ConvLSTM layer to aggregate the motion, channel, 
and context excitations. The framework achieves 
state-of-the-art performance on a variety of spatio-
temporal predictive datasets including the Moving 
MNIST, Sea Surface Temperature, Traffic BJ and 
Human 3.6 datasets. Extensive ablation studies 
demonstrate the effectiveness of each component of 
the method.

Contribution
• To the best of our knowledge, we 
present the first multi-excitation 
mechanism for unsupervised video 
prediction, which can effectively 
enhance both motion and semantic 
information from previous frames.
• The motion and channel excitation is 
proposed to highlight motion 
representations in the channel 
dimension.
• Context excitation as an adaptive 
module is inserted between (2+1)D 
convolutional layers, integrating 
semantic information from previous 
frames.
• Quantitative and qualitative 
experiments on four datasets, Moving 
MNIST, Traffic BJ, Sea Surface 
Temperature and Human 3.6 , 
demonstrate that our proposed UME-
Net achieves superior performance over 
the state-of-the-art methods.

Results
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We consider differences between consecutive frames to be the motion 
representation, and transform it to a series of weights for each 
channel. Then these motion generated weights are multiplied with the 
original feature map to enhance some motion-related channels.

We consider that 3D CNNs can jointly capture the spatio-temporal 
features in a unified framework, whereas (2+1)D factorizing the 3D 
convolutional filters into separate spatial and temporal components 
can provide more efficient performance.


