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Appendices
A Hyperparameters

A.1 Noise level
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Figure 1: CLIP similarity score measured at different noise scaling factors (α) applied to the
CLIP image embeddings on which the model is conditioned.

Following LAFITE[47] we apply scaled Gaussian noise to generate an augmented CLIP
embeddings, e′i, as follows:

e′i =
y

||y||2
, y = ei +α

ε

||ε||2
(1)

where ei represents the normalised CLIP image embedding, ε ∼ N (0, I) is a Gaussian
noise sample of the same dimension as ei, and α is the noise scaling factor.

To ascertain the optimal noise level for CLIP image embedding augmentations we per-
form a simple search of possible noise values. For each noise level we run training of
clip2latent model using the StyleGAN2 FFHQ model for 100 million iterations. We then
select the best model by generating images using a set of 16 text prompts and measuring the
CLIP similarity score. We find that the optimal value for α is 1.0, see Figure 1

© 2022. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.

Citation
Citation
{Zhou, Zhang, Chen, Li, Tensmeyer, Yu, Gu, Xu, and Sun} 2021



2 J.N.M. PINKNEY, C. LI: CLIP2LATENT: SUPPLEMENTARY MATERIAL

A.2 Model hyper parameters

Model and training hyper-parameters used for training both the StyleGAN2 FFHQ and Style-
GAN3 LHQ clip2latent models. Parameter names follow the keys in the training configu-
rations available in the code repository at: https://github.com/justinpinkney/
clip2latent. In total our model has 48.9 million parameters.

Model parameters Training parameters

Parameter Value

timesteps 1000
beta_schedule cosine

predict_x_start True
cond_drop_prob 0.2

dim 512
depth 12

dim_head 64
heads 12

Parameter Value

iterations 1,000,000
batch_size 512

lr 1.0e-4
weight_decay 1.0e-2

ema_beta 0.9999
ema_update_every 10

noise_scale (α) 1.0
Adam β1, β2 0.9, 0.999

B CLIP score prompts

Below is the list of prompts used for CLIP similarity scoring with clip2latent and comparable
methods, all captiosn were prefixed by "A photograph of". An asterisk indicates the prompt
could not be used with DALLE-2 due to the content policy applied by OpenAI.

1. a person with glasses
2. a person with brown hair
3. a person with curly blonde hair
4. a person with a hat
5. a person with bushy eyebrows and a small

mouth
6. a person smiling
7. a person who is angry
8. a person looking up at the sky
9. a person with their eyes closed

10. a person talking
11. a man with a beard
12. a happy man with a moustache
13. a young man
14. an old man
15. a middle aged man
16. a youthful man with a bored expression
17. a woman with a hat
18. a happy woman with glasses
19. a young woman
20. an old woman
21. a middle aged woman
22. a baby crying in a red bouncer

23. a child with blue eyes and straight brown hair
in the sunshine

24. an old woman with large sunglasses and ear
rings

25. a young man with a bald head who is wearing
necklace in the city at night

26. a youthful woman with a bored expression
27. President Xi Jinping *
28. Prime Minister Boris Johnson *
29. President Joe Biden *
30. President Barack Obama *
31. Chancellor Angela Merkel *
32. President Emmanuel Macron *
33. Prime Minister Shinzo Abe *
34. Robert De Niro
35. Danny Devito
36. Denzel Washington
37. Meryl Streep *
38. Cate Blanchett *
39. Morgan Freeman *
40. Whoopi Goldberg *
41. Usain Bolt *
42. Muhammad Ali *

43. Serena Williams *
44. Roger Federer *
45. Martina Navratilova *
46. Jessica Ennis-Hill *
47. Cathy Freeman *
48. Christiano Ronaldo *
49. Elsa from Frozen
50. Eric Cartman from South Park
51. Chihiro from Spirited Away
52. Bart from the Simpsons
53. Woody from Toy Story
54. a university graduate
55. a firefighter
56. a police officer
57. a butcher
58. a scientist
59. a gardener
60. a hairdresser
61. a man visiting the beach
62. a woman giving a TED talk
63. a child playing with friends
64. a person watching birds in the forest

C Comparison methods

C.1 Direct latent optimisation

We employ code by nshepperd[24] for optimisation of StyleGAN latent vectors based on
CLIP similarity score to a text prompt. We modify the existing code such that optimisation
is performed in w space (rather than the original w+ space) of StyleGAN to more closely
match our approach. We otherwise leave optimisation parameters as originally shared in the
notebook.
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C.2 LAFITE text-free model

We use the text-free MM-CelebA trained model provided by the original authors of LAFITE.
As the inference of LAFITE is fast, to most closely compare LAFITE with our method we
employ the same CLIP re-ranking approach as clip2latent, and sample 16 generations for
each prompt and select that with the best CLIP similiary score.

C.3 DALLE-2

We compare to DALLE-2 using the web interface provided by OpenAI. The web interface
was returns 4 images per prompt, to avoid bias the first sample was taken for every prompt.
To try and generate images more comparable with the style of other methods trial and error
was used to generate an engineered prompt of the form: "A photo headshot, single whole
head centred, of ⟨caption⟩, flickr dslr, portrait photograph"

D Latent Editability

Our methods generate latent vectors which can effectively be edit using existing editing di-
rections in StyleGAN’s latent space. In contrast edits of the same magnitude applied to
latents produced by direct optimisation frequently produce artefacts such as changes in com-
position, poor image quality, and in some cases complete failure to generate a recognisable
face, see Figure 2.

Figure 2: Comparison of editability of latents generated from the text prompt "A photograph
of an arctic explorer" generated using clip2latent vs direct optimisation. Edit directions were
applied with the same magnitude to both generated latents.
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E Other StyleGAN latent spaces

We also explored the training of clip2latent model using the extended latent spaces of Style-
GAN. The w+ space has been shown to be more expressive then w and is frequently used to
accurately embed arbitrary images into the StyleGAN latent space[1]. However generating
samples from w+ by randomly combining w samples in from all 18 vectors gives rise to low
quality generated images[? ] making it unsuitable for our application.

We briefly explore the use of a more limited latent space comprising three independent
w vectors which correspond to low, medium and high resolution layers. We term this latent
space w3 and find that randomly generated samples are still high-quality but more diverse.
We explored training a clip2latent model in this space using the same hyper-parameters as in
w space. We found that although the model trains successfully, the overall CLIP similarity
scores are not improved and the model converges more slowly. We leave further exploration
of how to exploit the greater diversity of extended latent spaces to future work.

F Finding edit directions

ALthough not our main application we also note that our latent generation method can be
used to find directions within StyleGAN’s latent space. By generating sets of latent vectors
corresponding to a "positive" and "negative" prompt we can measure the direction between
the two sets in order to obtain a latent direction, see Figure 3.

Figure 3: Examples of editing direction found using text based latent vector generation using
clip2latent. Left column: random samples from StyleGAN. Following columns: edits in the
directions: smile, curly hair, age, glasses, make up, beard.
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