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Abstract

Diverse image caption generation has attracted more attention in recent researches.
Existing methods usually adopt a single-pass decoding process, that the sampled words
at each time step during decoding will not be modified. A mistaken word could affect
the whole subsequent sequence. On the other hand, decoders in single-pass approaches
only have access to the previously generated words, thus unable to compose the sen-
tences with an understanding of the whole contents. Inspired by the multi-pass process
of human generating descriptions, in this paper we propose a novel framework with a
Polishing Network (PN) for decoding diverse image captions. PN refines the raw de-
scriptions generated by an original diverse image caption generation model. The refined
sentences could modify some of the incorrect words and phrases in the raw descriptions,
while still describing similar content. We also propose a novel approach for training PN.
The raw-refined caption pairs used as training samples for PN are obtained by sampling
both the input and output words of an original model during decoding. The experimental
results show that the proposed approach can generate high-quality diverse image cap-
tions, achieving a better quality-diversity trade-off. We compare the performance of our
method with several existing methods in the diverse image caption generation task. The
proposed method achieves the state-of-the-art performance with oracle BLEU-4/CIDEr
scores of 0.534/1.709 at sample size 20 on the MS COCO dataset.

1 Introduction
Humans can describe an image with diverse expressions. In recent researches [3, 25, 33,
38, 39], diverse image caption generation has attracted more attention. For each given im-
age in this task, a model is used to generate a set of descriptions which are diverse while
related to the image. Methods for diverse descriptions can be roughly divided into two cat-
egories: by using different latent variables or control signals as input to the decoder; or by
applying sampling methods to the decoding process, where the word at each time step is
sampled according to its probability predicted by the model. Most existing diverse image
caption generation methods follow a single-pass decoding process. When generating a sen-
tence, the sampled words will appear in the final generation and will not be further modified.
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Figure 1: In the task of diverse image caption generation, a set of descriptions obtained with
beam search are usually of high quality and low diversity. While with random sampling
methods, a set of descriptions with higher diversity can be generated with low calculation
consumption. However, the quality of these descriptions are usually lower, with incorrect
words and phrases appearing in the descriptions. In this paper, we propose a novel framework
with a polishing network to refine the raw descriptions generated by an original model, thus
generating a set of refined descriptions with higher-quality. For example, mistaken words
“rice” and “carrots” in the figure can be refined as “noodles” by the polishing network.

This would bring two problems. First, when a mistaken word is sampled, it may affect the
subsequent description. This problem is particularly prominent when decoding descriptions
with random sampling methods, where low-quality words are frequently sampled. Second,
in single-pass processes decoders only have access to the previously generated words, thus
the decoders are unable to predict words with an understanding of the whole contents in a
sentence. The situation is different when humans generate descriptions. Rough drafts are
usually generated first by humans, then the drafts are refined to compose the final descrip-
tion. This process of polishing can correct mistaken words in the drafts, and generate each
word according to the whole content. Inspired by the way humans generate descriptions, we
apply a similar polishing process in generating diverse image captions.

In this paper, we propose a novel framework for diverse image caption generation with a
multi-pass process, in which the diverse image captions generated by an original model are
refined by a Polishing Network (PN). First, the original model is used to decode a set of raw
diverse descriptions. Then PN encodes the raw descriptions and regenerates refined results.
The refined descriptions remain describing similar contents with the raw descriptions, while
some of the low-quality words and phrases can be modified. During the decoding process,
PN has access to the whole raw description. This enables the model to predict words with
an understanding of the whole sentence, thus has the potential to generate descriptions with
higher quality. As shown in Fig. 1, mistaken words and phrases in the raw descriptions can
be refined by the polishing network.

We also propose a novel approach for training PN in this paper. The descriptions ob-
tained from PN should be similar to the corresponding raw descriptions in content to remain
diversity. This requires raw-refined pairs of descriptions with similar contents for training
PN. However, it is intractable to annotate a refined description for each lower-quality raw
description generated by original models. Therefore, we propose a novel approach with two
sampling modules to obtain the raw-refined pairs. Instead of annotating refined descriptions,
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raw descriptions are generated according to human labeled descriptions in this paper. To
reduce the gap between the distributions of raw descriptions during training and inference,
both the output and the input words of an original model are obtained with a random sam-
pling process. The proposed approach is not restricted to a specific original model, and can
be used as a plug-in for various diverse image caption generation methods.

We combine polishing network with multiple existing sampling methods for decoding of
diverse image captions. The experimental results show that diverse descriptions with higher
quality can be obtained by using PN. When combined with random sampling methods, qual-
ity of the generated diverse descriptions can be improved while maintaining good diversity
and speed. We demonstrate both quantitative and qualitative results of our method. The pro-
posed method is compared with existing diverse image caption generation models, achieving
the state-of-the-art performance with oracle BLEU-4/CIDEr scores of 0.534/1.709 at sample
size 20 on the MS COCO dataset [21].

2 Related Work

Diverse image caption generation. Image caption generation has been extensively studied
in recent years [2, 6, 12, 16, 23, 42]. Improvements of the methods include image feature
representation [2, 43], the structure of attention modules [2, 5, 12, 16, 23, 42], and the use
of discrete machine translation evaluation scores as training objectives [22, 31, 44]. Many
recent works have studied generating diverse image captions [3, 24, 25, 33, 38, 39, 40, 45].
Generative models are adopt in [3, 25, 33, 38]. AG-CVAE in [38] uses a VAE model for
generating diverse descriptions. Seq-CVAE [3] further uses a sequence of latent variables
during decoding. LNFMM [26] uses normalizing flows [9] to learn the distribution of the
latent space. COS-CVAE [25] uses a factorized latent variable to leverage contextual diver-
sity in the dataset. Part-of-Speech labels are used as control signals in POS [7]. Different
from these methods, diverse image captions are generated and refined through a multi-pass
process in our approach.
Sampling methods for diverse sequence generation. Methods [10, 15, 19, 35, 37] for
sampling diverse sequences are leveraged in various NLP applications. Beam search (BS)
based methods include the top-g BS [19] which limits the number of next words for each
reserved sequence, the DBS [37] method which involves the difference between generated
sentences as objectives. Random sampling based methods include top-s sampling [10, 29]
in which only top s words can be sampled, and top-p sampling [15] in which only words
with a probability greater than p can be sampled. We evaluate these sampling methods when
combined with PN in our framework for diverse image caption generation.
Multi-pass language generation. In machine translation tasks, multi-pass methods have
been proved efficient [41]. In image caption generation, [11] proposes a deliberate network
to generate descriptions in a multi-pass process. Work [32] applies iterative editing on gen-
erated captions to obtain descriptions with high quality. These works for standard image
caption generation cannot be directly applied to diverse image caption generation, because
there is a large gap between distributions of diverse descriptions from a single-pass model
during training and inference. To solve the problem, we propose a novel approach for ob-
taining the raw-refined description pairs to supervise the training of polishing networks in
diverse image caption generation.
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Figure 2: An overview of the proposed approach. During training, the input and output words
of the original model are randomly sampled with the sampling modules. The raw-refined de-
scription pairs are then generated as training samples for the polishing network. Embedding
vectors of a generated raw description are used as input to the polishing network to generate
a refined description. During inference, a set of diverse raw descriptions is generated by the
original model, then the polishing network refines each of the raw descriptions.

3 Approach

3.1 Diverse Image Caption Generation

In the task of diverse image caption generation, a model is supposed to generate a set of
diverse sentences {z1,z2, ...,zN} for each image I, where N is the size of the set. The sentence
zn = (z(n)1 ,z(n)2 , ...,z(n)Tn

) of length Tn consists of a sequence of words z(n)t ∈ C, where C is a
word vocabulary. The encoder-decoder structure is widely used in image caption generation
and methods in this paper are also based on this structure. In a common image caption
generation method, the sentence zn is usually generated one word at a time step by a decoder
and the predicted probability P(zn) can be decomposed as

P(zn) = ∏
Tn
t=1 P(z(n)t |z(n)

[1:t−1],V,Θo) (1)

where z(n)
[1:t−1] = (z(n)1 , ...,z(n)t−1) denotes the generated words at this time step t. The feature

vectors V = {v1,v2, ...,vM} are extracted by an encoder from the image I, where M is the
number of the vectors. Θo denotes the parameters in the model, which will be omitted for
brevity. A CNN [13, 34] or an object detector [30] is usually used as the encoder. Attention
mechanism is widely used in image caption generation models, where the decoders generate
a vector at = (a(t)1 ,a(t)2 , ..,a(t)M ) to re-weight different features at each time step.

a(t)m = Attention(vm, [st−1;xt]);∑
M
m=1 a(t)m = 1 . (2)

The vector st−1 is the previous state of the decoder, xt is the input vector to the decoder
at time step t, the operator [; ] denotes concatenated vectors. Index n is omitted for brevity.
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Then an attended image feature ṽt = ∑
M
m=1 a(t)m vm is used for predicting the word at this time

step with probability P(zt |st−1,xt, ṽt).

3.2 Polishing Network and Multi-pass Decoding

Different from single-pass generation process, we apply a polishing network to refine each
description zn in the generated set {z1,z2, ...,zN} from an original model. We denote the
refined descriptions from polishing network as {z∗1,z

∗
2, ...,z

∗
N}. The proposed polishing net-

work adopts an encoder-decoder structure, encoding the raw description zn from the original
model as input, as shown in Fig. 2. An LSTM [14] is used as the decoder. The predicted
probability of the refined description z∗n is

P(z∗n) = ∏
T ∗

n
t=1 P(z∗(n)t |z∗(n)

[1:t−1],V,zn,Θp) . (3)

T ∗
n is the length of refined description z∗n. Θp denotes parameters in the polishing network

and will be omitted for brevity. Each raw description zn is embedded as a sequence of vectors
U = (u1,u2, ...,uRn), where Rn equals the length Tn of the raw description zn. Position
embedding is applied to vectors ur to encode the position of the words [8]. Then an attention
vector a∗t is predicted by the decoder for the embedding vectors ur as

a∗(t)r = Attention∗(ur, [s∗t−1;x∗t ]);∑
R
r=1 a∗(t)r = 1 . (4)

The decoder in the polishing network then uses the re-weighted image features ṽt and
embedding vectors of the input raw description ũt = ∑

R
r=1 a∗(t)r ur to predict the word in this

time step with probability P(z∗t |s∗t−1,x
∗
t , ṽt, ũt). The decoder of the polishing network is able

to access the whole raw description zn, thus it can predict the next word conditioned on both
the predicted words z∗(n)

[1:t−1] and future information contained in the input raw description zn.
We use cross entropy of P(z∗n) and the ground truth descriptions as the objective function.

During training, the original model is treated as a black box for generating diverse raw
descriptions {zn}. Raw-refined description pairs are needed as supervision to train the pol-
ishing network, while it is intractable to assign a refined description for each decoded raw
description. Therefore, we propose a novel training approach based on sampling to generate
the raw-refined description pairs for training PN, which is described in subsection 3.3.

3.3 Generating Training Samples for Polishing Network

Refined descriptions generated from a polishing network need to be of high quality while
describing similarly with the raw descriptions, rather than becoming correct but irrelevant.
This requires the input of PN being similar with the ground truth label during training. In
order to obtain the raw-refined description pairs as training samples, we apply an opposite
process that relevant raw descriptions are generated from the human labeled high-quality
annotations. Then the raw descriptions and the corresponding ground truth descriptions can
be used as raw-refined description pairs for training PN.

Specifically, two sampling modules are applied to the decoding process of raw descrip-
tions during training. Similar to the training process of a normal image captioning model,
a ground truth annotation ẑn is used as the input at each time step for the decoder of an
original model, so as to ensure that the generated raw description zn and the ground truth ẑn
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Figure 3: (a-d) Quality-diversity trade-off. Random sampling methods achieve better oracle
CIDEr/BLEU-4 scores under same diversity scores when combined with PN . Each sampling
method is evaluated with a varying temperature to from 0.1 to 1.2. (e-f) Overall quality across
the whole set of descriptions. The generated descriptions are sorted with CIDEr score. The
quality of descriptions from the random sampling based methods are improved considerably.
It is worth noting that although the best-quality descriptions obtained by the beam search
based methods are not improved by PN, the descriptions with lower quality for each image
are improved. Thus the overall quality of descriptions can still be improved by PN, which is
also reflected by the higher average quality scores shown in Tab. 1.

are related. Thus, the probability of the next word predicted by the original model becomes
Po(z

(n)
t |ẑ(n)

[1:t−1],V) at each time step.

Firstly, we randomly sample an output z(n)o according to the predicted Po(z(n)) at each
time step. Then the word z(n) is sampled as

z(n) = I{y≤α}z(n)o + I{y>α}z(n)max;y ∼U(0,1) . (5)

Subscript t is omitted for brevity. The word z(n)o ∼ Po(z(n)) and z(n)max = argmaxPo(z(n)),
where z(n)max is the word with the maximum probability. I{y≤α} is a characteristic function,
which equals 1 when y ≤ α and equals 0 otherwise. The hyperparameter α is used to con-
trol the probability of using the random sampling results. A larger α can augment the raw
descriptions with more possible words while introducing larger noise. The generated de-
scriptions tend to have higher quality and lower diversity when α is large.

While sampling on Po(z
(n)
t ) provides diversity of each independent word in the raw de-

scriptions, there is still a gap between distribution of the generated raw descriptions in train-
ing and inference process. During inference, previously generated words are used as input
to the original model. Therefore, we apply a sampling module to the generating process of
inputs in the original model, in order to reduce the difference in the training and inference
processes. With the sampling module, the input word xt is sampled either from the predicted
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# Method Oracle Average Top-one
B4 C B4 C B4 C

1 Arg-max 0.337 1.100 0.337 1.100 0.337 1.100
Arg-max+PN 0.338 (0.001) 1.104 (0.004) 0.338 (0.001) 1.104 (0.004) 0.338 (0.001) 1.104 (0.004)

5

Top-g BS [19] 0.378 1.454 0.224 1.085 0.356 1.125
Top-g BS+PN 0.366 (-0.012) 1.412 (-0.043) 0.227 (0.003) 1.092 (0.008) 0.353 (-0.003) 1.116 (-0.009)
DBS [37] 0.380 1.460 0.207 1.068 0.358 1.134
DBS+PN 0.377 (-0.003) 1.433 (-0.027) 0.211 (0.004) 1.071 (0.002) 0.355 (-0.003) 1.126 (-0.008)
RS 0.177 0.975 0.050 0.556 0.189 0.720
RS+PN 0.310 (0.133) 1.305 (0.330) 0.110 (0.059) 0.822 (0.266) 0.246 (0.057) 0.911 (0.191)
Top-p [15] 0.285 1.247 0.099 0.767 0.253 0.889
Top-p+PN 0.354 (0.070) 1.387 (0.141) 0.142 (0.044) 0.908 (0.141) 0.283 (0.030) 0.972 (0.083)
Top-s [10] 0.330 1.348 0.134 0.892 0.294 0.995
Top-s+PN 0.374 (0.043) 1.425 (0.077) 0.167 (0.034) 0.972 (0.080) 0.312 (0.018) 1.035 (0.040)

10

Top-g BS [19] 0.461 1.613 0.215 1.059 0.352 1.114
Top-g BS+PN 0.435 (-0.026) 1.553 (-0.060) 0.220 (0.006) 1.074 (0.0143) 0.349 (-0.003) 1.104 (-0.010)
DBS [37] 0.454 1.582 0.184 1.009 0.348 1.110
DBS+PN 0.450 (-0.004) 1.564 (-0.018) 0.191 (0.007) 1.023 (0.014) 0.347 (-0.000) 1.101 (-0.009)
RS 0.253 1.139 0.049 0.554 0.193 0.751
RS+PN 0.405 (0.151) 1.463 (0.325) 0.108 (0.059) 0.812 (0.258) 0.246 (0.053) 0.901 (0.150)
Top-p [15] 0.372 1.407 0.099 0.774 0.268 0.957
Top-p+PN 0.452 (0.080) 1.552 (0.145) 0.145 (0.046) 0.914 (0.139) 0.290 (0.022) 1.020 (0.063)
Top-s [10] 0.428 1.515 0.131 0.889 0.302 1.032
Top-s+PN 0.453 (0.025) 1.576 (0.061) 0.164 (0.033) 0.969 (0.079) 0.308 (0.005) 1.045 (0.013)

Table 1: Scores of quality metrics using the m-RNN test split on MS COCO dataset. When
combined with PN, random sampling based methods (RS, top-p and top-s) achieve bet-
ter results on oracle/average/top-one scores. Note that for beam search methods (top-g BS
and DBS), the oracle/top-one scores drop slightly, which is reasonable since the BS meth-
ods search for the best-quality descriptions for an image and the oracle/top-one scores only
measure the best descriptions in a generated set. It is worth noting that, descriptions with
lower quality in beam search can be improved by PN, that the average scores are slightly
improved. This indicating an overall improvement of quality of the generated descriptions.
Arg-max denotes the results with greedy sampling. Improvement of scores by using PN are
in parentheses.

word z(n)t−1 or from the ground truth word ẑ(n)t−1 at last time step.

x(n)t = I{y≤β}z(n)t−1 + I{y>β}ẑ(n)t−1;y ∼U(0,1) . (6)

The hyperparameter β is used to control the proportion of the generated words used as
the input. A larger β can better diminish the gap between raw descriptions in training and
inference. On the other hand, a large β would make the generated results deviate from the
ground truth, which will cause the learned polishing network no longer focusing on the input
raw descriptions, generating high-quality but irrelevant results. This could harm the diversity
of the refined descriptions. Experimental results show that by selecting an appropriate setting
of the hyperparameters α and β , the learned polishing network can improve the quality of
the raw descriptions while maintaining diversity.

4 Experiments

4.1 Experimental Setup
Dataset. We evaluate the proposed method on the MS COCO dataset [21]. Each image
in the dataset is labeled with five human generated descriptions. Following previous works
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Method # Sample B4 B3 B2 B1 C R M S
DBS [37]

20

0.383 0.538 0.687 0.837 1.405 0.653 0.357 0.269
AG-CVAE [38] 0.471 0.573 0.698 0.834 1.259 0.638 0.309 0.244
POS [7] 0.449 0.593 0.737 0.874 1.468 0.678 0.365 0.277
PN (0.7) 0.534 0.670 0.789 0.911 1.709 0.719 0.408 0.315
Seq-CVAE [3] 20 0.445 0.591 0.727 0.870 1.448 0.671 0.356 0.279
PN (1.0) 0.486 0.626 0.755 0.896 1.622 0.700 0.386 0.309
DBS [37]

100

0.402 0.555 0.698 0.846 1.448 0.666 0.372 0.290
AG-CVAE [38] 0.557 0.654 0.767 0.883 1.517 0.690 0.345 0.277
POS [7] 0.550 0.672 0.787 0.909 1.661 0.725 0.409 0.311
PN (0.7) 0.654 0.756 0.853 0.950 1.950 0.780 0.473 0.352
Seq-CVAE [3]

100

0.575 0.691 0.803 0.922 1.695 0.733 0.410 0.320
LNFMM [26] 0.597 0.695 0.802 0.920 1.705 0.729 0.402 0.316
COS-CVAE [25] 0.633 0.739 0.842 0.942 1.893 0.770 0.450 0.339
PN (1.0) 0.653 0.749 0.848 0.952 1.926 0.774 0.459 0.352

Table 2: Scores of quality metrics at sample size 20 and 100 using the m-RNN test split
on MS COCO dataset. PN (to) denotes results of random sampling with temperature to
combined with PN. Results show that a better quality-diversity trade-off can be achieved
with the proposed method.

Method # Sample Distinct # Novel mBLEU-4 1-gram 2-gram
DBS [37]

20

100% 3106 0.81 0.20 0.26
AG-CVAE [38] 69.8% 3189 0.66 0.24 0.34
POS [7] 96.3% 3394 0.64 0.24 0.35
PN (0.7) 90.9% 3498 0.53 0.35 0.49
Seq-CVAE [3] 20 94.0% 4266 0.52 0.25 0.54
PN (1.0) 98.2% 4224 0.31 0.42 0.60
DBS [37]

100

100% 3421 0.82 0.20 0.25
AG-CVAE [38] 47.4% 3069 0.70 0.23 0.32
POS [7] 91.5% 3446 0.67 0.23 0.33
PN (0.7) 90.5% 3522 0.53 0.34 0.48
Seq-CVAE [3]

100

84.2% 4215 0.64 0.33 0.48
LNFMM [26] 97.0% 4741 0.60 0.37 0.51
COS-CVAE [25] 96.3% 4404 0.53 0.39 0.57
PN (1.0) 98.3% 4218 0.31 0.42 0.61

Table 3: Diversity scores at sample size 20 and 100 using the m-RNN test split on MS COCO
dataset.

[3, 25, 38, 45] in diverse image caption generation, we use the m-RNN split in [27] to train
and evaluate our method, with 118287, 4000 and 1000 images for training, validation and
testing.
Quality and diversity evaluation. Automatic evaluation metrics in machine translation are
usually used to evaluate the quality of image captions, including BLEU (B) [28], METOER
(M) [4], ROUGE (R) [20], CIDEr (C) [36], and SPICE (S) [1]. In the task of diverse image
caption generation, the quality of a set of sentences are evaluated. Oracle scores of the
metrics are most commonly used in this task, evaluating the sentences with the highest score
of each metrics in each set. We also evaluate the average scores of the metrics across each
set, in order to evaluate the overall quality of the generated descriptions. Following [25, 45],
we also evaluate the top-one scores, which evaluate the quality of the most probable or rank
first sentence in each set. Following previous works [3, 25, 38, 45], the diversity of results are
evaluated with Distinct (higher: more diverse), #Novel (higher: more diverse), mBLEU-4
(lower: more diverse), and n-gram (higher: more diverse).
Model implementation. In the following experiments, we use the top-down model in [2]
as the original model. Image features are extracted with a Faster R-CNN [30] trained with
attribute labels from the Visual Genome dataset [18]. The polishing network is built based
on a top-down model and an encoder for the input raw descriptions. The polishing network
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Method PN α β BS in PN Oracle Average Diversity
BLEU-4 CIDEr BLEU-4 CIDEr 1-gram 2-gram

RS+PN ✓ 0.7 0.1
1 0.357 1.394 0.154 0.936 0.39 0.56
2 0.371 1.411 0.161 0.947 0.39 0.56
3 0.369 1.402 0.160 0.945 0.39 0.56

RS+PN ✓ 0.7

0.0

2

0.367 1.424 0.156 0.945 0.40 0.57
0.2 0.368 1.398 0.158 0.951 0.39 0.56
0.3 0.368 1.426 0.161 0.962 0.38 0.55
0.5 0.384 1.442 0.177 0.998 0.37 0.52

RS+PN ✓
0.3

0.1 2
0.348 1.379 0.151 0.927 0.40 0.58

0.5 0.358 1.383 0.150 0.924 0.39 0.57
1.0 0.367 1.426 0.161 0.962 0.39 0.55

RS+PN ✓ 1.0 1.0 2 0.247 1.183 0.221 1.114 0.19 0.21
RS - - - 0.315 1.307 0.121 0.845 0.43 0.64

Table 4: Effect of hyperparameters on the quality and diversity results. BS in PN denotes
the beam size used during the decoding process of PN.

is trained with Adam algorithm [17] with a learning rate starting from 5e-4, batch size 32.
The original model is trained with 100 epochs and the polishing networks are trained with
50 epochs. More details are in subsection A.1 of the appendix.

4.2 Results in Diverse Image Caption Generation Task

Combining PN with various sampling methods. We combine PN with multiple sampling
methods for decoding diverse sequences, including beam search (BS) based methods (Top-g
BS [19] and DBS [37]) and random sampling (RS) based methods (RS, Top-p Sampling [15],
and Top-s Sampling [10, 29]). We evaluate the quality improvement from raw descriptions to
corresponding refined descriptions. Results are shown in Tab. 1. Applying PN to decoding
processes can significantly improve the quality scores of random sampling methods. In Fig.
3, we show the quality-diversity trade-off of generated descriptions. A better trade-off can
be achieved when applying PN. It is worth noting that PN shows ability to improve the
lower-quality descriptions for each image (in (e) and (f) of Fig. 3).
Comparing with existing diverse image captioning methods. We compare the proposed
approach with existing methods for diverse image caption generation, including DBS [37],
AG-CVAE [38], POS [7], Seq-CVAE [3], LNFMM [26], and COS-CVAE [25]. Following
previous work, we evaluate the oracle scores of quality metrics and the diversity scores.
We use random sampling (RS) as the original model and combine it with PN. According to
the quality-diversity trade-off analysis, we set the temperature to to 0.7 and 1.0 for RS. 20
and 100 samples are generated for each image. A better quality-diversity trade-off can be
achieved with the proposed approach comparing to existing methods (in Tab. 2 and 3).
Ablation studies. We analysis the effect of sampling modules in training PN. Results are
evaluated with sample size 5. In Tab. 4, with larger hyperparameters α and β , generated
descriptions tend to be higher in quality, while the diversity decreases. This is reasonable
because when α and β increase, more words and phrases in the raw descriptions are assigned
to the same ground truth labels, thus PN tends to generate a set of high-quality but similar
descriptions during inference. We evaluate the influence of beam search on the decoding
process of PN. The best results are obtained when decoding with a small beam size of 2. RS
in Tab. 4 shows results without PN, the quality of generated descriptions decreases compared
with results with PN.
Qualitative results. Examples of generated descriptions are shown in Fig. 4. In order to
analyze the effect of PN on the lower-quality words in raw descriptions, we make a statistic
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Figure 4: Examples of raw descriptions generated by random sampling (to = 0.7) and cor-
responding refined descriptions with PN. Words and phrases refined by PN are underlined.
Mistaken descriptions such as “a dog is a soccer ball” can be modified as “a dog with a
soccer ball”. Grammar errors such as “a computers” can be refined as “their laptops”.

Method Top-g BS DBS RS Top-p Top-s

# Raw 38 45 166 114 110
# Refined 5 5 41 19 11

Table 5: Number of descriptions with bad endings appearing in the generated raw descrip-
tions (# Raw) and the refined descriptions (# Refined).

on bad endings in the generated results. We count the number of descriptions ending with
(‘of’, ‘on’ , ‘in’, ‘with’, ‘a’) in generated descriptions on the m-RNN test split. The results
show that most of the counted bad endings can be corrected in the refined descriptions.

5 Conclusion
In this paper, a novel method is proposed for diverse image caption generation with a pol-
ishing network, which refines the generated results from an original single-pass method to
obtain higher-quality descriptions. A novel training approach is also proposed to gener-
ate raw-refined description pairs for training the polishing network. Extensive experiments
in diverse image caption generation show that the proposed approach can achieve a better
quality-diversity trade-off of descriptions.
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