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A. Additional Experimental Results

We report extensive experimental results in various ways.
Experimental results on varying shots of labeled target data. To provide the experimental
results using ResNet34 [1] for more shots of labeled target data, we use five- and ten-shot
settings of labeled target samples on DomainNet [7] as in APE [3] As shown in Table 6, the
proposed DARK achieves state-of-the-art (SOTA) performances in all domain adaptation
tasks. Specifically, DARK surpasses the second-best method, CDAC [5], by 2.5% and 1.9%
in the five- and ten-shot settings, respectively.
Experimental results with various backbone networks. We provide the additional exper-
imental results of the benchmark methods and the proposed method, extracted with vari-
ous backbone networks such as AlexNet [4] and VGG-16 [10] for the three-shot setting on
Office-Home [10]. The comparison results are reported in Table 7. DARK shows the high-
est classification accuracy. Specifically, the classification accuracy of DARK is improved
by 0.6% compared to the second-best approach, CLDA [11] for AlexNet. Besides, DARK
provides 0.2% higher average classification accuracy than the recent SOTA approach, ASDA
[8], for VGG-16.
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# Shot Method R → C R → P P → C C → S S → P R → S P → R Mean

MME [9] 75.5 70.4 74.0 65.0 68.2 65.5 79.9 71.2
APE [3] 77.7 73.0 76.9 67.0 71.4 68.8 80.5 73.6
CLDA [11] 80.3 76.0 77.8 71.6 74.5 72.9 84.0 76.7
CDAC [5] 80.8 75.3 79.9 72.1 74.7 72.9 83.2 76.9

5-shot

DARK (ours) 82.0 78.8 82.1 75.0 77.9 73.8 86.4 79.4
MME [9] 77.1 71.9 76.3 67.0 69.7 67.8 81.2 73.0
APE [3] 79.8 75.1 78.9 70.5 73.6 70.8 82.9 76.8
CLDA [11] 81.2 77.7 80.3 74.1 77.1 74.1 85.1 78.5
CDAC [5] 83.1 77.2 81.7 74.3 76.3 74.6 84.7 78.9
DECOTA [13] 81.8 75.1 81.3 73.7 73.4 73.7 80.7 77.1

10-shot

DARK (ours) 83.1 79.7 82.4 75.6 79.0 75.3 87.8 80.4
Table 6: Quantitative results (%) on DomainNet of the five- and ten-shot settings. The best
accuracy is indicated in bold.

B. Additional Ablation Studies

Ablation for the Distilling strategy with SDWR. Table 8 shows the effectiveness of the soft
label (SL) with the sample-wise dynamic weight based on prediction reliability (SDWR) in
the Distilling strategy. Specifically, we analyze the effect of SL-based Distilling on Do-
mainNet over the three scenarios, in which the extracted results with SL-based Distilling are
compared to the hard label (HL)-based Distilling. We use a one-hot encoded pseudo label
as HL by setting the threshold value to 0.9. The threshold value is chosen that could provide
the best DA performance.
1) When using only Distilling (cases 1, 2 and 4): SL-based Distilling (case 2) shows slightly
lower than 0.4% compared to HL-based Distilling (case 1) on the average accuracy. This
is because the negative effects of SL cannot be completely minimized. However, if we use
the LS for SL-based Distilling (case 4), we can successfully reduce the negative effect and
obtain better accuracy than HL-based Distilling (case 1).
2) When using both Refining and Distilling (cases 5, 6 and 8): SL-based Distilling (case 5)
shows higher or similar performance for three scenarios compared with HL-based Distilling
(case 6). HL-based Distilling cannot achieve the highest performance due to the confirmation
bias and poor knowledge transfer. In case of our proposed method (case 8), it shows the
highest performance for the three scenarios in Table 8 through Refining.
3) The comparison with the performance of the proposed method without and with SDWR
for Distilling (cases 3, 4, 7 and 8): When using SL-based Distilling without SDWR (case 3
and 7), the performance is decreased because the model cannot handle the negative effect of
low confident samples. We can observe that when SDWR is applied (case 4 and 8), SL-based
Distilling becomes more stable; therefore, the classification performance is increased.
Ablation for SDWR of the bridging loss. To prove the contribution of SDWR (in Refining)
for the classification performance, we compare the extracted results of the proposed method
with SDWR and a ramp-up weight for the consistency loss used in Li et al. [5], as shown in
Table 9. As shown in this table, the training model using the ramp-up weight gradually col-
lapses and shows low performance. Furthermore, this approach highly relies on the selected
hyperparameter to maintain the consistency of the underconfident samples. In contrast, the
usage of bridging loss with SDWR does not need to find a separate hyperparameter and
achieves a higher performance than the ramp-up weight-based method.
Ablation for the dynamic weight for Lscc. We design the dynamic weight λscc using Lwcc
to minimize the negative effect of Lscc. In the previous attempts to design the weight, we
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Network Method R → C R → P R → A P → R P → C P → A A → P A → C A → R C → R C → A C → P Mean
MME [9] 51.2 73.0 50.3 61.6 47.2 40.7 63.9 43.8 61.4 59.9 44.7 64.7 55.2
APE [3] 51.9 74.6 51.2 61.6 47.9 42.1 65.5 44.5 60.9 57.1 44.3 64.8 55.6
CDAC [5] 54.9 75.8 51.8 64.3 51.3 43.6 65.1 47.5 63.1 63.0 44.9 65.6 57.6
CLDA [11] 51.5 74.1 54.3 67.0 47.9 47.0 65.8 47.4 66.6 64.1 46.8 67.5 58.3

AlexNet

DARK (ours) 52.4 75.8 56.5 67.5 48.6 46.8 67.6 47.2 66.7 63.4 46.6 67.4 58.9
MME [9] 56.9 82.9 65.7 76.7 53.6 59.2 75.7 54.9 75.3 72.9 61.1 76.3 67.6
APE [3] 56.0 81.0 65.2 73.7 51.4 59.3 75.0 54.4 73.7 71.4 61.7 75.1 66.5
ASDA [8] 59.3 83.6 68.0 78.3 56.8 61.8 78.6 55.7 75.3 74.0 63.3 78.9 69.5
DECOTA [13] 59.9 83.9 67.7 77.3 57.7 60.7 78.0 54.9 76.0 74.3 63.2 78.4 69.3

VGG-16

DARK (ours) 57.6 84.4 69.7 76.8 55.4 62.0 79.5 54.4 79.2 75.3 62.5 79.3 69.7

Table 7: Quantitative results (%) on Office-Home of the three-shot setting using AlexNet [4]
and VGG-16 [10]. The best accuracy is indicated in bold.

Case Hard label Soft label
Label

smoothing Refining R → P P → C C → S Mean

1 ✓ ✗ ✗ ✗ 78.0 75.9 69.3 74.4
2 ✗ ✓ ✗ ✗ 76.3 75.7 69.9 74.0
3 ✗ ✓* ✓ ✗ 72.2 71.5 65.9 70.0
4 ✗ ✓ ✓ ✗ 76.8 77.5 71.2 75.2
5 ✓ ✗ ✗ ✓ 78.1 78.1 73.1 76.4
6 ✗ ✓ ✗ ✓ 78.1 79.3 73.9 77.1
7 ✗ ✓* ✓ ✓ 76.5 79.2 72.6 76.1
8 ✗ ✓ ✓ ✓ 78.6 81.0 74.8 78.1

Table 8: Ablation study of components of Distilling. We report the classification accuracy
(%) on DomainNet of the three scenarios for the three-shot setting. The asterisk symbol (*)
of case 4 and 6 indicates the soft label without SDWR.

define a linear weight function to use 1−Lwcc with an upper limit β of the weight as follows:

λ
s,t
scc =


β , Ls,t

wcc ≥ 1−β

1−Ls,t
wcc, 1−β < Ls,t

wcc ≤ 1
0, Ls,t

wcc > 1.
(11)

As shown in Table 10, in the P → C scenario, the classification accuracy is the highest
when β = 0.5. However, for the case of R → S, the highest classification accuracy is derived
when β = 0.1. These results reveal that the performance of training model highly depends on
β . To solve this problem, we purpose the dynamic weight strategy that can find the optimal
weight value of the trained model with the exponential function. As shown in Table 10, the
usage of the purposed dynamic weight achieves the highest accuracies for both P → C and
R → S scenarios.
Hyperparameter setting. In the proposed method, the label smoothing parameter α in Dis-
tilling and the temperature scaling factor T in Refining are hyperparameters that were set
manually. We apply α = 0.1, which is generally used value for label smoothing [6], and
set T as 2.5 that is provided by [2]. Figures 3 (a) and 3 (b) show that the performance is
not significantly varied when α is in the range of [0.1 0.15], and when T is in the range of
[2.0 2.5]. Therefore, the proposed method is robust to the hyperparameters setting and shows
the pleasing result even when the setting follows the existing method.
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P → C C → SWeight 1shot 3-shot 1shot 3shot Mean

Ramp-up [5] 59.0 65.8 56.7 62.0 60.9
SDWR 79.1 81.0 71.8 74.8 76.7

Table 9: Ablation study for SDWR of the bridging loss and alternative components. We
report the classification accuracy (%) on DomainNet of the two scenarios for the three-shot
setting.

Task β Proposed
weight0.1 0.3 0.5

P → C 80.4 80.6 81.0 81.0
R → S 74.0 73.9 73.5 74.0

Table 10: Ablation study for dynamic weight in Refining. This table implies experimental
results for various β of Equation.11 on DomainNet of the two scenarios for the three-shot
setting.
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Figure 3: Performance variation depending on hyperparameters for R→S scenario on Do-
mainNet for the one-shot setting. (a) The accuracy depending on α . (b) The accuracy de-
pending on T .
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C. Training Scheme

Algorithm 1 explains a training scheme of DARK.

Algorithm 1: Training scheme of DARK
Input : Source dataset DS, target dataset DT , unlabeled target dataset DU ,

generator θG , source-view classifier θFs , target-view classifier θFt ,
weak augmentation function A′(·), strong augmentation function A′′(·),
learning rate η , iteration N, batch size of each dataset BS, BT and BU

for n← 1 to N do
Batch BS←{(A′′(xi

S),y
i
S)}BS

i=1 from DS

Batch BT ←{(A′′(xi
T ),yi

T )}BT

i=1 from DT

Batch BU ′ ←{A′(xi
U )}BU

i=1 from DU

Batch BU ′′ ←{A′′(xi
U )}BU

i=1 from DU

// Source-specific knowledge scheme

w′s = topk[k=1]
(
p(BU ′ ;θG ,θFs)

)
− topk[k=2]

(
p(BU ′ ;θG ,θFs)

)
w′′s = topk[k=1]

(
p(BU ′′ ;θG ,θFs)

)
− topk[k=2]

(
p(BU ′′ ;θG ,θFs)

)
θG ← θG−η

(
∇Ls

sup(BS)+∇w′s ·Ls→t
dis (B′U ,B′′U )+∇Ls

re f (B
′
U ,B′′U ,w′s,w′′s )

)
θFs ← θFs −η

(
∇Ls

sup(BS)+∇Ls
re f (B

′
U ,B′′U ,w′s,w′′s )

)
θFt ← θFt −η

(
∇w′s ·Ls→t

dis (B′U ,B′′U )
)

// Target-specific knowledge scheme

w′t = topk[k=1]
(
p(BU ′ ;θG ,θFt )

)
− topk[k=2]

(
p(BU ′ ;θG ,θFt )

)
w′′t = topk[k=1]

(
p(BU ′′ ;θG ,θFt )

)
− topk[k=2]

(
p(BU ′′ ;θG ,θFt )

)
θG ← θG−η

(
∇Lt

sup(BT )+∇w′s ·Lt→s
dis (B′U ,B′′U )+∇Lt

re f (B
′
U ,B′′U ,w′t ,w′′t )

)
θFt ← θFt −η

(
∇Lt

sup(BT )+∇Lt
re f (B

′
U ,B′′U ,w′t ,w′′t )

)
θFs ← θFs −η

(
∇w′t ·Lt→s

dis (B′U ,B′′U )
)

end
Output: Domain-invariant model G, Fs, and Ft
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Figure 4: The visualization of the embedding space of DARK using t-SNE [12] of the P
→ C scenario on DomainNet for the three-shot setting. We show the representations of
randomly selected 30 classes on the target domain. (a) The discriminability of the target
domain without Distilling and Refining. (b) The discriminability of the target domain with
only Distilling. (c) The discriminability of the target domain with Distilling and Refining.
(d) The list of randomly selected classes.

D. Visualization

Figure 4 visualizes representations of the target domain using t-SNE [12] on the P → C sce-
nario to analyze the effectiveness of the Distilling and Refining strategies. This figure shows
that our strategies successfully enhance the class discriminability of the target domain. Fig-
ure 5 illustrates t-SNE visualization of the source and target domains on the C → S scenario
to prove the transferability of the proposed method. In this figure, the first row is a case
without Distilling and Refining, the second row is a case using only Distilling and the bridg-
ing loss, and the third row is a case using Distilling and Refining. The figure shows inter-
and intra-domain alignment through Distilling and the evolutional intra-domain adaptation
by Refining.
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Figure 5: The visualization of the embedding space of DARK using t-SNE [12]. We show
the representations of 20 classes on the source and target domains of DARK (a) without
Distilling and Refining, (b) with Distilling and the bridging loss, and (c) with Distilling and
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columns of this figure are the representations of the source and target domains, respectively.
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and target distributions, respectively.
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