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MOTIVATION

- The exponential growth in online video
applications creates a huge demand for systems
that can recognize and localize actions, events,
objects, and interactions in video.

- Many work handle those heavy tasks by using
Transformers or 3D conv, but devices with limited
resources, such as mobile phones, cameras and
AR/VR glasses, require more efficient
algorithms.

- By combining spatial and temporal modelling
together, a neural network can gain a better
understanding of the scene with no increase in
computation.

- Spatio-temporal modeling can also be used to
identify redundant and sparse information in
both the spatial and the temporal domains.

OBJECTIVES

• Dynamically identify spatial and channel
sparsities as well as temporal redundancies
in order to prune tiles and filters, minimizing
computations.

• Utilize the concept of temporal aggregation as 
a method of improving accuracy.

• Develop a generic approach for all spatio-
temporal tasks, making it suitable for a wide
range of video-specific architectures.

• improved accuracy-compute trade-off over
the current state-of-the-art methods.

METHOD

Using two policies networks, we prune spatial and temporal redundancy and aggregate

information during frames while paying attention to spatial maps 𝑺. Each feature map at

layer ℓ is first filtered through 𝑺. Then, at time 𝒕 + 𝟏, the 2D Conv layer processes

compute channels (blue) in feature map 𝒱𝒕ା𝟏,ℓ, and fuses the reuse channels (red) from

the history feature map 𝒱𝒕,ℓା𝟏.

QUALITIVE RESULTS – SPATIAL SPARSITY

The top row shows a random clip, while the bottom row shows the averaged Gumbel
Sigmoid outputs across all layers of the network. Regions marked in red correspond to
areas with high computation while blue regions were mostly skipped.

Ablation study of dynamic inference components using ResNet18 on Something-V2
dataset. DCP - Dynamic Channel Pruning. TS - Temporal Shift. SS - Spatial Sparsity.

Something-V2 Validation Accuracy vs FLOPs.

COMPARISON WITH SOTA METHODS
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