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Abstract

We propose a multi-layer variational autoencoder method, we call HR-VQVAE, that
learns hierarchical discrete representations of the data. By utilizing a novel objective
function, each layer in HR-VQVAE learns a discrete representation of the residual from
previous layers through a vector quantized encoder. Furthermore, the representations at
each layer are hierarchically linked to those at previous layers. We evaluate our method
on the tasks of image reconstruction and generation. Experimental results demonstrate
that the discrete representations learned by HR-VQVAE enable the decoder to reconstruct
high-quality images with less distortion than the baseline methods, namely VQVAE and
VQVAE-2. HR-VQVAE can also generate high-quality and diverse images that outper-
form state-of-the-art generative models, providing further verification of the efficiency of
the learned representations. The hierarchical nature of HR-VQVAE i) reduces the decod-
ing search time, making the method particularly suitable for high-load tasks and ii) allows
to increase the codebook size without incurring the codebook collapse problem.

1 Introduction
Deep generative modeling has shown impressive results for the application of unsupervised
learning in many domains, e.g., image super-resolution [14], image generation [21], and fu-
ture video frame prediction [15]. Variational autoencoders (VAEs) [26], which are the focus
of this work, compute continuous-valued representations by compressing information into
a dense, distributed embedding [26]. However, studies on human cognition emphasize the
importance of discretization in representation learning. Discrete symbolic representations
contribute to reasoning, understanding, generalization, and efficient learning [2]. Discrete
representations can also significantly reduce the computational complexity and improve in-
terpretability by illustrating which terms contributed to the solution [17].
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(a) FFHQ (b) Imagenet (c) CIFAR10 (d) MNIST
Figure 1: Reconstructions obtained with HR-VQVAE. First row contains the original images.
Second row contains reconstructions using all three layers. Third row indicates reconstruc-
tions using the second and third layers. Last row is the reconstructions using only the third
layer. Each layer adds extra details to the final reconstruction.

Rolfe et al. [19] proposed a discrete VAE to train a class of probabilistic models with
discrete latent variables. By combining undirected discrete component and a directed hier-
archical continuous component, the model efficiently learns both the class of objects in an
image and their specific realization in pixels in an unsupervised fashion. Oord et al. [23]
proposed the vector quantized VAE (VQVAE), a discrete latent VAE model that relies on a
vector quantization layer to model discrete latent variables, which quantizes encoder outputs
with on-line k-means clustering. The discrete latent variables allow the use of a powerful
autoregressive model that avoids the posterior collapse problem. Moreover, the model can
considerably reduce the amount of information required to reconstruct an image. However,
VQVAE suffers from the problem of codebook collapse [7]: At some point during training,
some portion of the codebook may fall out of use and the model no longer uses the full
capacity of the discrete representations, resulting in a poor reconstruction [12]. One of the
explanations of codebook collapse can be found in the typical k-means issues [12] concern-
ing its sensitivity to initialization and non-stationarity of clustered neural activations during
training. Moreover, k-means issues become more severe with the increase of centroids, and
the ability to encode the input with a broad number of discrete codes decreases [4].

More recently, several attempts have been made at introducing hierarchical quantized
architectures. In the hierarchical quantized autoencoder [24], low-resolution discrete rep-
resentations are decoded to match high-resolution representations and again quantized with
a stochastic assignment. For example, Takahashi et al. [20] proposed a hierarchical rep-
resentation learning based on VQVAE that enables learning disentangled representations
with multiple resolutions independently. Razavi et al. [18] proposed a hierarchical VQVAE,
namely VQVAE-2, which extends VQVAE by employing several layers (e.g., top, middle,
and bottom layers) of quantized representations to handle hierarchical information in im-
ages. Then, two autoregressive convolutional networks [1] were used to model structural
and textural information, respectively, to generate new images. Different layers, however,
share the same objective function. This does not encourage the layers to encode comple-
mentary information, and results in inefficient use of the codebooks, as we will show in this
paper. Furthermore, VQVAE-2 also suffers from the codebook collapse issue [5, 27].

In this study, we propose a hierarchical residual learning based vector quantized vari-
ational autoencoder (HR-VQVAE) for the image reconstruction and generation tasks. The
first contribution is a novel hierarchical vector quantization encoding scheme. In contrast
with previous research, our scheme maps the continuous latent representations to several
layers of discrete representations through hierarchical codebooks. Moreover, a novel ob-
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Figure 2: The HR-VQVAE method (only two consecutive layers are shown for simplicity).

jective function is proposed to provide contrastive learning by pushing each layer to extract
information not learned by its preceding layers. At the same time, the objective optimizes the
output image from the combination of representations obtained from all layers (see Fig. 1).
The hierarchical nature of HR-VQVAE allows us to increase the size of the codebooks with-
out incurring in the codebook collapse problem, resulting in higher quality images. It also
provides local access to the codebook layers, thus reducing the search time per layer and
speeding up the entire search process. With experiments on well-known image datasets, we
show that our model can reconstruct images with higher levels of details and is an order
of magnitude faster than state-of-the-art methods (i.e., VQVAE [19] and VQVAE-2 [18]).
Moreover, we show that HR-VQVAE can generate high-quality images that challenge some
state-of-the-art approaches (i.e., VDVAE [3] and VQGAN [8]).

The rest of this work is organized as follows. First, we introduce the background in
Section 2. Then, we present the proposed approach in Section 3. Subsequently, experiments
and discussion are given in Section 4. Finally, we conclude our work in Section 5.

2 Background

In this section, we describe aspects of the VQVAE [23] and VQVAE-2 [18] models that
are necessary to understand the proposed method. VQVAE first encodes the input image
x ∈ RHI×WI×3 into a continuous latent vector z = E(x) ∈ RH×W×D using a non-linear transfor-
mation E(·). Next, each element zhw ∈RD,h ∈ [1,H],w ∈ [1,W ] in the continuous latent rep-
resentation z is quantized to the nearest codebook vector (i.e. codeword) ek ∈RD, k ∈ 1, ...,m
by

Quantize(zhw) = ek where k = argmin
j
||zhw − e j||2, (1)

as illustrated in Fig. 3 (left). The quantized vectors corresponding to each element zhw are
then recombined into the quantized representation e ∈RH×W×D to form the input to a decoder
that reconstructs the original image through a non-linear function D(·). The encoder E(·),
the codeword {ek}, and the decoder D(·) are learned from data by optimizing the objective
function

L(x,D(e)) = ∥x−D(e)∥2
2 +∥sg[z]− e∥2

2 +β∥sg[e]− z∥2
2. (2)

This function aims at minimizing the reconstruction error ∥x−D(e)∥2 whilst minimizing
the quantization error ∥z− e∥2. In Eq. 2, sg(.) refers to a stop-gradient operator that cuts
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1 layer (VQVAE) 3 layers (HR-VQVAE)
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Figure 3: Illustration of vector quantization for 1-layer HR-VQVAE (or VQVAE, left) and
3-layer HR-VQVAE (right). Different colors refer to different layers. For each layer, the
Voronoi cell for one centroid is shaded and annotated as an example (See Eq. 1 and 3).

the gradient flow through its argument during the backpropagation, and β is a hyperparam-
eter which controls the reluctance to change the latent representation corresponding to the
encoder output.

VQVAE-2 extends VQVAE to attain a hierarchy of vector quantized codes. It compresses
images into several latent spaces, from the top layer (smaller size) to the bottom layer (larger
size), which is conditioned on the top layer in order for the top layer to extract general infor-
mation from the image and the bottom layer to add more detail in the image reconstruction.
The codebooks at different layers, however, are not related by a hierarchy.

3 Proposed Approach
The architecture of the proposed HR-VQVAE is illustrated in Fig. 2, where we only show
two consecutive layers for simplicity. As in VQVAE, the original image x is first encoded
into continuous embeddings that we call ξ

0 = E(x) by a non-linear encoder. Differently
from VQVAE, however, these embeddings are then iteratively quantized into n hierarchical
layers of discrete latent variables. Assuming the first layer has a codebook of size m, the
second layer will have m codebooks of size m, and so on for subsequent layers. In general,
layer i has mi−1 codebooks of size m, for a total of mi codewords. However, only one of those
codebooks is used in each layer depending on which codewords where chosen in the previous
layers. This is illustrated in Fig. 2 where the vector selected within Cbottom determines the
codebook that is activated in the top layer (in this case Ctop(2)). Such a hierarchical searching
procedure provides the advantage of local access to codebook indexes, which dramatically
reduces search time. Fig. 3 (right) exemplifies this structure where the number of layers
n = 3 and the codebook size m = 4. The resulting Voronoi cells are shown in red, green and
blue for the first, second and third layer, respectively.

In each layer i, the codebook is optimized to minimize the error between the codewords
ei

k ∈ RD and the elements ξ
i−1
hw ∈ RD of the residual error from the previous layer:

Quantizei(ξ i−1
hw ) = ei

k where k = argmin
j
∥ξ

i−1
hw − ei

j∥2, (3)

and ei
k belongs to one of the possible codebooks Ci(t) for layer i. Which codebook is used is

determined by the codeword ei−1
t selected at the previous layer.

Within each layer, the codewords ei
k are combined to form the tensor ei ∈RH×W×D. Across

the different layers, we then combine the tensors ei to form the “combined” discrete repre-
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Original 1 Layer
{64}

2 Layers
{8, 64}

3 Layers
{4, 16, 64}

6 Layers
{2, 4, 8, 16, 32, 64}

Figure 4: Reconstructions obtained with HR-VQVAE models with different depths (i.e.,
number of layers). The latent maps are 32×32, and the number of codewords for each layer
is specified from bottom to top in order from left to right for each model.

sentation eC which, in turn, is fed into the decoder that reconstructs the image x.

eC =
n

∑
i=1

ei, (4)

By doing this, we allow the combined discrete latent representation eC to incorporate dif-
ferent aspects of the image, depending on the area that we try to reconstruct. The objective
function used to train the system is:

L(x,D(eC)) = ∥x−D(eC)∥2
2 +∥sg[ξ 0]− eC∥2

2 +β0∥sg[eC]−ξ
0∥2

2 +
n

∑
i=1

L(ξ i−1,ei), (5)

with
L(ξ i−1,ei) = ∥sg[ξ i−1]− ei∥2

2 +βi∥sg[ei]−ξ
i−1∥2

2, (6)

where βi are hyperparameters which control the reluctance to change the code corresponding
to the encoder output.

The main goal of Eqs. 5, and 6 is to make a hierarchical mapping of input data in which
each layer of quantization extracts residual concepts from its bottom layers. In this regard,
ξ

i (Eq. 6) plays an essential role in making the hierarchically learning of layers which makes
the main differences between our model and the VQVAE-2 model. It should be noted that
both VQ encoder and decoder share the same hierarchical codebooks.

Finally, as in VQVAE, for each eC we fit a prior distribution to all training samples using
an autoregressive model (PixelCNN [22]). Such a model factorizes the joint probability dis-
tribution over the input space into a product of conditional distributions for each dimension
of the sample. For generation of new images we use ancestral sampling taking advantage of
the chain rule of probability.

4 Experiments and Discussion
We conducted our experiments on four well-known datasets, FFHQ [9] (256× 256), Ima-
geNet [6] (128× 128), CIFAR10 [11] (32× 32) and MNIST [13] (28× 28). We start this
section by investigating the effect of varying the depth of the hierarchy in our model. To
this end, we defined models with n layers and m codewords per codebook. As explained in
Sec. 3, the number of codewords in each layer i is mi, and, therefore the layers will have
{m,m2, . . . ,mn} codewords. To ensure the same level of resolution among the models we
compare models with the same number of codewords in the final layer, which corresponds to
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Figure 5: The effect of model depth (number of layers) on image reconstruction.

the maximum resolution. Fig. 4, shows HR-VQVAE reconstructions with different numbers
of layers, namely from one to six. Although all configurations have 64 codewords in the final
layer, we observe that increasing the depth of the model results in reconstructions with more
details (zoom into the pdf version). A possible explanation for such an improvement is that
the hierarchical nature of the codebooks acts as regularization during training and allows the
model to allocate codewords more efficiently.

Fig. 5 provides a comparison with VQVAE-2 on the effect of the model depth (i.e., num-
ber of layers) in terms of the reconstruction mean square error (MSE) [25]. The results
demonstrate that increasing the model depth leads to better performance of HR-VQVAE
compared to VQVAE-2. Furthermore, the performance of HR-VQVAE improves consis-
tently for all datasets with the increase in the number of layers. However, increasing the
number of layers does not improve the performance of VQVAE-2 (for Imagenet and FFHQ)
from a certain point, and in some cases (MNIST and CIFAR10), the performance decreases.
In the following experiments, we will use three layers in HR-VQVAE to be able to compare
with VQVAE-2 which also uses three layers, while VQVAE uses a single layer.

We first compare the effect of increasing the codebook size in our model as well as
VQVAE and VQVAE-2. Fig. 6 illustrates the behavior of HR-VQVAE and the baseline
models with different numbers of codewords. As it can be seen, by increasing the number
of codewords up to a certain number, the performance of all models improves, whereas
HR-VQVAE shows higher performance. However, the efficiency of the baseline models
starts decreasing from a certain point with increasing the number of codewords, while the
efficiency of HR-VQVAE continuously increases for all datasets. This means that not only
HR-VQVAE does not suffer from the codebook collapse problem, but it can also benefit
from increasing the number of codebooks to improve performance. Fig. 7 provides a visual
example for Fig. 6. Fig. 7 (b) shows reconstructions where the size of codebooks is 512
for VQVAE, {512,512,512} for VQVAE-2 and {8,64,512} for HR-VQVAE. Similarly to
Fig. 4, HR-VQVAE produces superior details than VQVAE with the same codebook size
(zoom into the pdf version). VQVAE-2 produces a very smooth image but misses some of
the details. More interesting is to study what happens if we increase the codebook size in
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Figure 6: Average MSE vs number of codewords for different datasets and methods. Both
VQVAE and VQVAE-2 collapse when the codebook size is increased over a certain limit.
However, HR-VQVAE continues improving as shown in the zoom windows inside each plot.
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Figure 7: Reconstructions obtained with HR-VQVAE, VQVAE-2 and VQVAE. Number of
codewords per layer are given for each model. Both VQVAE and VQVAE-2 are clearly
affected by the codebook collapse problem.

all the models. Fig. 7 (c) shows that both VQVAE and VQVAE-2 are affected by codebook
collapse. On the contrary, HR-VQVAE can take full advantage of the increased complexity
and produces the best reconstruction of this list.

Fig. 8 compares 3-layers HR-VQVAE and 3-layer VQVAE-2 to illustrate the different in-
formation encoded in different layers in the two models. HR-VQVAE image reconstructions
(first row) attain a better reconstruction quality with more details than VQVAE-2 (second
row). One possible explanation is that HR-VQVAE encourages the different layers to en-
code different information about the image; whereas the information in VQVAE-2 is strongly
overlapping. This may result in a less efficient latent representation.

Table 1 reports the mean squared error (MSE) and fréchet inception distance (FID) [16]
results for HR-VQVAE, VQVAE, VQVAE-2 for image reconstructions. The reported scores
confirm all the results presented so far. Our proposed HR-VQVAE is able to outperform
the baseline models for image reconstructions on all datasets in terms of both MSE and FID
score, which is further evidence of the efficiency of our model.

As mentioned in the introduction, the hierarchical structure of the codebooks in HR-
VQVAE provides fast access to codebook indexes across layers which significantly reduces
the search time during decoding. Table 2 reports a comparison of execution time for the high-
quality reconstructions of 10000 samples for HR-VQVAE as well as VQVAE and VQVAE-2.
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Figure 8: Reconstruction comparison of HR-VQVAE and VQVAE-2.

Model FID ↓ / MSE ↓
FFHQ ImageNet CIFAR10 MNIST

VQVAE [19] 2.86/0.00298 3.66/0.00055 21.65/0.00092 7.9/0.00041
VQVAE-2 [18] 1.92/0.00195 2.94/0.00039 18.03/0.00068 6.7/0.00025
HR-VQVAE 1.26/0.00163 2.28/0.00027 18.11/0.00041 6.1/0.00011

Table 1: FID/MSE reconstruction results using HR-VQVAE, VQVAE-2 and VQVAE.

The input images are compressed to quantized latent codes of size 32×32 for FFHQ and Im-
agenet and 16×16 for CIFAR10 and MNIST in HR-VQVAE and VQVAE. For the VQVAE-2
model, the images are compressed into latent codes of size {32×32, 16×16, 8×8} for the
bottom, middle, and top layers, respectively for FFHQ and Imagenet and {16×16, 8×8,
4×4}, respectively for CIFAR10 and MNIST. Table 2 reports that HR-VQVAE reaches an
over ten-fold increase in reconstruction speed compared to VQVAE-2, and a large improve-
ment with respect to VQVAE. Although HR-VQVAE has codebook sizes of {m,m2, . . . ,mn}
in the different layers, it only needs to search through n×m such vectors due to its hierar-
chical structure.

Fig. 9 presents random samples generated by HR-VQVAE and VQVAE-2. It can be seen
that the proposed HR-VQVAE can generate more realistic samples showing the superiority
of our model. Table 3 reports the FID results for generated samples with different models.
HR-VQVAE reaches lower FID than the baseline models (VQVAE and VQVAE-2). Further-
more, on FFHQ HR-VQVAE (with PixelCNN for sampling), shows a better performance
(17.45) than VDVAE [3] and VQGAN [8] (with PixelCNN for sampling) which reported
FIDs 28.50 and 21.93, respectively, but fails against VQGAN (with Transformer [10] for
sampling) with FID 11.44 which uses a pre-trained autoregressive Transformer to predict
rasterized image tokens on the FFHQ dataset. It is worth noting that when VQGAN uses
PixelCNN to generate samples, its efficiency is considerably reduced, raising directions for
future work.

Model Seconds
FFHQ Imagenet CIFAR10 MNIST

VQVAE [19] 5.0977652 4.6152677 2.7087896 0.062474
VQVAE-2 [18] 9.3443758 8.8135872 4.4492340 0.090778
HR-VQVAE 0.8398101 0.6714823 0.4667842 0.010830

Table 2: Time for reconstructing 10000 samples using HR-VQVAE, VQVAE-2 and VQVAE.
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Figure 9: Random samples generated by HR-VQVAE and VQVAE-2.

Model Generation evaluation (FID ↓)
FFHQ ImageNet CIFAR10 MNIST

VQVAE [19] 24.93 44.76 78.90 16.69
VQVAE-2 [18] 19.66 39.51 74.43 11.81
HR-VQVAE 17.45 35.29 71.38 11.75

Table 3: Generation results using HR-VQVAE, VQVAE-2 and VQVAE.
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5 Conclusion
In this paper, we proposed a novel multi-layer variational autoencoder method for image
modeling that we call HR-VQVAE. The model learns discrete representations in an iterative
and hierarchical fashion. The loss function that we introduce to train the model is designed
to encourage different layers to encode different aspects of an image. Through experimental
evidence, we show how this model can reconstruct images with a higher level of details than
state-of-the-art models with similar complexity. We also show that we can increase the size
of the codebooks without incurring the codebook collapse problem that is observed in meth-
ods such as VQVAE and VQVAE-2. We visualize the internal representations in the model in
an attempt to explain its superior performance. Finally, we show that the hierarchical nature
of the codebook design allows to dramatically reduce computation time in decoding.

We believe this model has potential interest for the community both for image recon-
struction and generation, particularly in high-load tasks. This is because i) it dramatically
compresses the input samples, ii) each layer captures different levels of abstractions, which
allows modeling different aspects of the images in parallel, and iii) the search process is sped
up by the hierarchical structure of the codebooks.
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