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Our Approach: PS-NOC

Problem Statement:
» Caption images with novel objects that lack fully paired image- Image Features
captions in the training dataset. o —

Baseline: A blue and white car on a Baseline: A woman laying on a bed

> Use ObJeCt deteCt|On datasets (partla”y palred data) to generate Pseudo Pseudo Pseudo standing in the grass. Qurs: Group of city street. Qurs: A bus driving down  with a laptop. OQurs: A woman sitting

captions that correctly include these novel objects. Labels Labels(®) LabelsN-1) zebras are standing in a field. a city street with cars. on a couch using a laptop computer.
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Baseline: A man is cutting a large pie  Baseline: A little girl standing on top  Baseline: A cat is sitting in a blue

PS-NOC.: Partially-Supervised Novel Object Captioning

» Agnostic to model architecture
: - Fully
» Uses partially paired data

— Generate paired SynthetiC data before training T . St _ on a plate. Ours: A pizza on a plate  of a lush green field. Ours: A little girl  bowl. Ours: A cat sitting in a suitcase
— Generate pseudo-label data during training raining Steps. " T, e
> Three-step training process > Step I: Train using fully-paired data = M®) (Cross entropy + SCST-F1 loss) put-of-domain tn-domain
> St - Ei t _ thetic data = MO (C t SCST-F1 | Training technique S M C Fl S M C
— -pai | - ep Il: Fine-tune using synthetic data ross entropy + -F1 loss
Use fully-paired data, synthetic data, pseudo-label data p g sy ( py ) 1 T w0 o0 o0 PR ——
— Novel techniques: SCST-F1, Pseudo-labeling for NOC > Step Ill: Generate pseudo-labels on partially-paired data and fine-tune > M@, I+ CBSInf 18.1 261 766 562 176 258 8838
2) ) [+11 198 282 890  62.1 193 276  103.4
ME ., MY (SCST-F1 loss) [+ 11+ I 199 284 963 758 195 278 1059
[+ II(SCST) 205 278 986  70.8 202 276 1134
Synthetic Data Generation Resuylts [+ II(SCST) + I1I 202 283 998 724 199 279 1082
[+ II(SCST) + II(SCST) 20.1 278 101.0  78.8 196 27.1  111.0
Fully paired data Partially paired data Paired synthetic data _ _ _ I + II(SCST-F1) 20.6  28.1 99.2 76.4 199 276 111.3
(with candidate object) (with novel object) PS-NOC provides the highest scores for both out-of-domain [+ II(SCST-F1) + 11 202 285 1022 757 200 282 1082
- [+ II(SCST-F1) + III(SCST-F1) Sol-1 197 272 1015  86.1 192 269  110.1
T CIDEr and F1l-scores compared to SOTA. [+ I(SCST-F1) + II(SCST-F1) Sol-2 208 280 103.8  85.9 205 277 1109
Out-of-domain In-domain Ablation Studies: Results demonstrate the benefits of using 1. Synthetic
Approach C-RL S M C FI  CFl CFL5 S M C data, 1i. Pseudo-labeling, 1ii. SCST, iv. SCST-F1, and v. Our overall approach
PS-NOC (Sol-2) Yes 208 280 1038 859 940  97.6 205 277 1109 Conclusions
cake and knife FDM (noCBS)[8]  No 194 259 848 647 734 774 202 272 1097 * PS-NOC gives improvements over baseline and previous
FDM (CBS) [8] No 196 256 853 857 855 854 197 262 1055 works
NBT (CBS) [19] No 174 241 860 703 774 805 180 250  92.1
Reg. Sel. [7] No 183 249 782 750 766 772 192 262 970 - Held-out MS-COCO: Out-of-domain CIDEr 103.8, F1-score 85.9
Reg. Sel. (DGBS) [7]  Yes 194 263 885 751 813 839 21.0 279 1153 . . .
ANOC [9] Yes 182 252 947 643 766 827 : : - * PS-NOC uses fully paired data and partially paired data
ECOL-R (CBS)[26]  Yes 191 257 991 718 833 887 208 268 1126 effectively

 Paired synthetic data generation: Generic and not restricted to region-based
captioning models

* Three-step training process: Effective and includes novel techniques
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A group of cows on dirt area with
trees in background trees in background
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