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Our Approach: PS-NOC Training Technique

Conclusions

Synthetic Data Generation Results

Training Steps:

➢ Step I: Train using fully-paired data → M(B) (Cross entropy + SCST-F1 loss)

➢ Step II: Fine-tune using synthetic data → M(S) (Cross entropy + SCST-F1 loss)

➢ Step III: Generate pseudo-labels on partially-paired data and fine-tune → M(1) ,

M(2) , …, M(N) (SCST-F1 loss)

Problem Statement:

➢ Caption images with novel objects that lack fully paired image-
captions in the training dataset.

➢ Use object detection datasets (partially paired data) to generate
captions that correctly include these novel objects.

PS-NOC: Partially-Supervised Novel Object Captioning 

➢ Agnostic to model architecture

➢ Uses partially paired data

– Generate paired synthetic data before training

– Generate pseudo-label data during training

➢ Three-step training process 

– Use fully-paired data, synthetic data, pseudo-label data

– Novel techniques: SCST-F1, Pseudo-labeling for NOC

• PS-NOC gives improvements over baseline and previous 

works
• Held-out MS-COCO: Out-of-domain CIDEr 103.8, F1-score 85.9

• PS-NOC uses fully paired data and partially paired data 

effectively
• Paired synthetic data generation: Generic and not restricted to region-based 

captioning models

• Three-step training process: Effective and includes novel techniques

PS-NOC provides the highest scores for both out-of-domain 

CIDEr and F1-scores compared to SOTA.

Examples of captions generated using our approach

Ablation Studies: Results demonstrate the benefits of using i. Synthetic 

data, ii. Pseudo-labeling, iii. SCST, iv. SCST-F1, and v. Our overall approach

Paper ID: 0649


