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Abstract

Visual SLAM – Simultaneous Localization and Mapping – in dynamic environments
typically relies on identifying and masking image features on moving objects to prevent
them from negatively affecting performance. Current approaches are suboptimal: they
either fail to mask objects when needed or, on the contrary, mask objects needlessly.
Thus, we propose a novel SLAM that learns when masking objects improves its perfor-
mance in dynamic scenarios. Given a method to segment objects and a SLAM, we give
the latter the ability of Temporal Masking, i.e., to infer when certain classes of objects
should be masked to maximize any given SLAM metric. We do not make any priors on
motion: our method learns to mask moving objects by itself. To prevent high annotations
costs, we created an automatic annotation method for self-supervised training. We con-
structed a new dataset, named ConsInv, which includes challenging real-world dynamic
sequences respectively indoors and outdoors. Our method reaches the state of the art on
the TUM RGB-D dataset and outperforms it on KITTI and ConsInv datasets.

1 Introduction
Visual Dynamic SLAM algorithms are camera-based Simultaneous Localization and Map-
ping algorithms that filter the visual features, based on direct motion detection [7, 16] or a
combination of semantic segmentation and motion detection [1, 3, 22, 31, 31, 34]. However,
when the motion of a dynamic object is dominant in the image, these approaches may fail
due to motion consensus inversion [4]. Moreover, approaches that rely on semantic segmen-
tation also tend to mask objects even if they are not moving (e.g., parked vehicles) – this
excessive masking causes failures due to lack of features. To address these issues, [22] in-
troduces a “dynamic factor” for each 3D point to identify those that should be used for pose
estimation. It nevertheless fails under motion consensus inversion, as the instantaneous mo-
tion of an object is too difficult to detect geometrically, or when an object moves after being
considered static. [1] computes a camera motion using features that are static according to
semantic segmentation but fails if too few features are located on static objects.
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