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Previous method: LIIF

Fig. 1. Problem of LIIF – Low fidelity image

Proposed: LIIF-GAN

LIIF*: Can learn continuous image representation, but

Provide low-fidelity.

Naïve solution:

Simply adding adv/perceptual loss to gain fidelity can

harm the image structure. *see the results of LIIF-GAN-S

Fig. 2. Structure of LIIF

Fig. 3. Example results of LIIF-GAN

Fig. 4. Structure of LIIF-GAN

Qualitative evaluation1

Results

Quantitative evaluation2

Fig. 5. Comparing LIIF-GAN results with others 

Table. 1. Quantitative evaluation on CelebA-HQ dataset.
LIIF-GAN has the most balanced (PSNR/SSIM – LPIPS) scores.

(bold – best, red – best among using GAN).

LIIF-GAN: Gaining reality + Preserving image structure

Contributions:

• [Adv/perceptual loss] Gain the image fidelity

• [Multi-decoders] One for preserving image structure, the other for

gaining the image fidelity. Each decoder trained by different loss

function

• [Multi-layer feature] Each decoder use different layer feature

Please see our paper for more details

Problems

We want to design a model that can represent a high fidelity and well-structured image on a continuous scale.

*LIIF: Local implicit image function, CVPR2021
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