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Difficulty locating highlights accurately due to video frame 
redundancy

Whether the multimodal signal is synchronized ? Experiments

Architecture of our HPCL

Highlight detection on YouTube Highlight dataset in terms of mAP. 

Results are also reported on TVSum dataset

Visual qualitative analysis

We perform highlight prediction by judging the synchronization relationship between 
multimodal signals.

we explore the dependencies between within-modality features and exclude the 
unrelated clues to facilitate the specialized characteristic of inter-segment alignment.

Probing Visual-Audio Representation for Video Highlight Detection via HPCL

(Synced actual audio) (Post editing BGM)

Highly similar redundant content

We use the following two schemes,
1）hard-pairs mining,
2）hard-pairs guided contrastive learning scheme

to achieve more accurate predictions.

prev. methods 
prediction

GT

Designed for Multi-modal Fusion HPCL Scheme

Learning 
Scheme

YouTube
Highlight

TVSum

CE loss 
(baseline)

0.702 0.766

CE loss + HPCL 0.733 0.792

CE loss + HPCL + 
rank loss

0.747 0.801

Importance of our feature encoding module and HPCL scheme

Architecture 
Variants

YouTube
Highlight

TVSum

V Only 0.659 0.763

A Only 0.651 0.752

AV 0.675 0.784

Cross Attention 
based (AV)

0.697 0.789

Ours (AV) 0.747 0.801

baseline(AV) Cross Attention based (AV) w/o 
HPCL 

Cross Attention based (AV) w/ HPCL Ours


