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Introduction

Fig. 1. Examples of text-to-image generation on COCO. Current approaches only generate low-
quality images with unrealistic objects. In contrast, our method can produce realistic images, in 
terms of both visual appearances and geometric structure.

Fig. 2. Examples of story visualization on different methods, with the given story sentences and ground-
truth story images.

Fig. 2. Top: architecture of our proposed method. The red box indicates the inference pipeline that 
retrieves image features from the memory bank according to the given text description S; during 
training, we directly feed image features from the text-paired training image. z is a random vector 
drawn from the Gaussian distribution. 

Experiments
Experiments

Method

Table 1. Quantitative comparison: IS, FID, R-precision, SOA-C, and SOA-I of current 
methods and our approach on the CUB and COCO datasets.

Fig. 4. Qualitative comparison between AttnGAN, DF-GAN, and Ours on COCO.

Fig. 3. Qualitative results on CUB and COCO.
Te
xt

At
tn
G
AN

DF
-G

AN
O
ur
s

Experiments

Fig. 5. Diversity of our approach, where we only change the value of noise vector z.

Fig. 6. Semantic information exploration by feeding semantic masks into our network 
to generate realistic images.

Table 2. Ablation studies of different components used in our approach.


