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Domain Generlization

e Generalizes the model to correctly classify the data sampled from the unseen domain. — DomainNet: It consists of 6 domains and 345 classes. DomainNet-LS: It is a splitwise modification of
e Tries to learn the domain-invariant representation of the class using data from multiple source domains. 4 Traning data . Basenetwork module domainNet where only real and painting domain is used for training. It also consists of 6 domains and 345
@ Proposed novel module classes.
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M / b DEVISE 176 117 6.1 167 201 144
g / S, J - ALE 20.2 12.7 6.8 185 227 | 16.2
N | JmamC SPNet 238 169 82 218 260 19.4
Training set | miredTeE DEVISE 164 104 71 151 205 139
Why domain generalization? I — pMANC DANN ALE 19.7 125 74 179 212 157
e No prior information about data | SPNet 241 158 84 213 259 19.1
o Data domain.chifte ! DEVISE 19.3 139 73 172 216 159
Adaptive Classifier Margin EpiFCR ALE 21.4 14.1 7.8 209 232 | 175
Major Challenge: Minimizing the domain-dependant features. SPNet 24 6 16.7 97 239 264 200
VAMC CuMix 25.5 17.8 9.9 226 27.6  20.7
Zero Shot Domain Generalization (ZSDG) P(Xmixed € Yer Ae) = exp(w MA;'f(xmixed)) (Probability of y. class prediction) CuMix (our implementation)  25.2 17.1 9.3 22.1 26.5 | 20.0
2 1ey, ePW T+ F (Xmied)) SLE-Net (SOTA) 266 184 115 252 278 219
e The test data can belong to unseen classes and also unseen domains. Hence, knowledge gap and W(_MAMC ~ (we + A) MAMC-Net (Ours) 27.3 19.5 12.1 26.0 28.8 |22.7
domain gap are both present.
e Needs attributes for features of unseen but similar classes. VAMC 1 | Experimental Results on DomainNet-top1 standard accuracy
e Learn domain invariant features for generalization. Loem = n Z log P (Xmived € Ye: Ac). (Semantic loss)
Major Challenges: e
® Learning the domain-independent features. i _l[(g log P (Xmixed € Vis Ai) Method Target Domain Avg
e Model robust to domains.’ N (11 5)[€ log P (xmieg € yi. ) painting inforgraph quickdraw sketch clipart
e Handling the new unseen classes. L (1) log Plx .’”:ee Ve fik)f]] (Mixup based cross entropy loss) CuMix 27.6 16.3 9.7 259 27.8 215
Mitigating the class-imbalance present in the data. e ’ SLE-Net (SOTA) 28.8 17.6 11.5 26.3 29.1 227
MAMC-Net (Ours) 29.2 18.8 122 27.4 30.0 |23.5
Xmixed €T Experimental Results on DomainNet-LS
e Proposed a novel framework, termed (MAMC-Net) to address the ZSDG task.
e Studied the effectiveness of adaptive margin-based classifier for ZSDG to handle class-imbalance L = ki LYMC L oo Loor + R3LVAMC (Total combined training loss)
pr.es.ent " the. data. _ _ _ N _ Method Target Domain Avg.
o Mleng t.echnlques along with adaptive n.1arg|n—base.d classifier can be used to effectively learn . quickdraw sketch inforgraph clipart
domain-independent features, and class imbalance in the data. SPNet 48 17 3 14 1 215 144
e Ratio-predictor helps in retaining the class information only. Epi-FCR + SPNet 5 6 18.7 14.9 225 154
e [Extensive experiments on two large benchmark datasets, namely DomainNet, and DomainNet-LS show nference CuMix 55 19.7 17.1 737 165
the effectiveness of proposed approach. o . SLE-Net 79 205 16 24 160
_[ e MAMC-Net (Ours) 8.2 21.2 17.6 236 17.7

Imbalance in the dataset o

Testing for the new data is performed as follows:
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