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Abstract

Vision Transformer (ViT), a radically different architecture than convolutional neural networks offers multiple advantages including design simplicity, robustness and state-of-the-art performance on many vision tasks. However, in contrast to convolutional neural networks, Vision Transformer lacks inherent inductive biases. Therefore, successful training of such models is mainly attributed to pre-training on large-scale datasets such as ImageNet with 1.2M or JFT with 300M images. This hinders the direct adaption of Vision Transformer for small-scale datasets. In this work, we show that self-supervised inductive biases can be learned directly from small-scale datasets and serve as an effective weight initialization scheme for fine-tuning. This allows to train these models without large-scale pre-training, changes to model architecture or loss functions. We present thorough experiments to successfully train monolithic and non-monolithic Vision Transformers on five small datasets including CIFAR10/100, CINIC10, SVHN, Tiny-ImageNet and two fine-grained datasets: Aircraft and Cars. Our approach consistently improves the performance of Vision Transformers while retaining their properties such as attention to salient regions and higher robustness. Our codes and pre-trained models are available at: https://github.com/hananshafi/vits-for-small-scale-datasets.

1 Introduction

Since their inception, Vision Transformers (ViTs) [13, 29, 44] have emerged as an effective alternative to traditional Convolutional Neural Networks (CNNs) [21, 26, 33, 51, 53, 57]. The architecture of Vision Transformer is inspired by the prominent Transformer encoder [12, 56] used in natural language processing (NLP) tasks, which process data in the form of sequence of vectors or tokens. Similar to the word tokens in NLP Transformer, ViT typically splits the image into a grid of non-overlapping patches before passing them to a linear projection layer to adjust the token dimensionality. These tokens are then processed by a series of feed-forward and multi-headed self-attention layers. Due to their ability to capture global structure through self-attention [43], ViTs have found extensive applications in many tasks such as classification [13, 37, 40, 54, 55, 58, 60, 61, 62], object detection [2, 9, 28, 68], segmentation [48, 49], restoration [38], and 3D vision [4, 64].
Despite their advantages, ViTs fail to match the performance of CNNs when trained from scratch on small-scale datasets. This is primarily due to the lack of locality, inductive biases and hierarchical structure of the representations which is commonly observed in the CNN architectures [40, 58, 61]. As a result, ViTs require large-scale pre-training to learn such properties from the data [13] for better transfer learning to downstream tasks. Typically, ViTs are trained with a private JFT-300M [50] dataset with 303 million weakly supervised images or publicly available ImageNet-1k/22k datasets [11]. However, the absence of such large-scale pre-training hampers the performance of ViTs on small-scale datasets [35, 39].

To ease the optimization difficulties during ViT training, different architectural designs are proposed to induce the necessary inductive biases for the Vision Transformer [16, 37, 40, 58, 61]. These hybrid networks still remain sub-optimal for small datasets (Sec. 4.1) and either require further modifications to the loss functions [39] or network architecture [35]. Even with careful design choices, these methods remain sensitive to the type of data distribution e.g., [39]’s performance degrades on Tiny-ImageNet, a complex data distribution as compared to other small datasets such as CIFAR (Sec. 4.2).

To alleviate these problems, we propose an effective two-stage framework to train ViTs on small-scale low resolution datasets from scratch. **Low-resolution View Prediction as Weight Initialization Scheme:** We observe that ViTs are sensitive to weight initialization and converge to vastly different solutions depending on the network initialization (Sec. 3). Large-scale pre-training captures inductive biases from the data [13] and allows successful transfer learning on small datasets. In the absence of huge datasets, however, we hypothesize that ViTs can benefit from the inductive biases directly learned on the target small dataset such as CIFAR10 or CIFAR100. To this end, we introduce self-supervised weight learning scheme based on feature prediction of our low-resolution global and local views via self-distillation [3]. **Self-supervised to Supervised Learning for small-scale Datasets:** In the second stage, we fine-tune the same ViT network on the same target dataset using simply cross-entropy loss. Our approach therefore is agnostic to ViT architectures, independent to changes in loss functions, and provides significant gains in comparison to different weight initialization schemes [35, 39, 54, 67] and existing works [35, 39] (Fig. 1). We demonstrate the effectiveness of our method on five small datasets across different monolithic and non-monolith Vision Transformers (Sec. 4.1). Our contributions are as follows:

1. We propose a self-supervised weight learning scheme from low-resolution views created on small datasets. This serves as an effective weights initialization to successfully train ViTs from scratch, thus eliminating the need for large-scale pre-training.

2. Our proposed self-supervised inductive biases improve the performance of ViTs on small datasets without modifying the network architecture or loss functions.
3. We show that our training approach scales well with the input resolution. For instance, when trained on high-resolution samples, our method improves by 8% (CIFAR10) and 7% (CIFAR100) w.r.t the state-of-the-art baseline [39] for training ViTs on small datasets. Furthermore, we validate the efficacy of our method by observing its robustness against natural corruptions, and attention to salient regions in the input sample.

2 Related Work

In this section, we discuss the related existing works in the application of ViTs for small datasets, self-supervised learning and weight initialization. There have been attempts to train ViTs on ImageNet from scratch [16, 40, 54, 58, 62]. [54] improves the performance of ViT through data augmentations, regularization, and knowledge distillation. [62] introduces a new image tokenization strategy by recursively aggregating the neighboring tokens in order to model the locality into the network. [40] introduces a hierarchical vision transformer which processes the input at various scales and limits the self-attention to non-overlapping patches by the use of shifted windows. [58] replaces the projection and multilayer perceptron layers with convolution layers in order to introduce the shift, scale, and distortion invariance. Recently, there have been few attempts to train ViTs on small datasets [35, 39].

Vision Transformers for Small Datasets: [35] applies a series of augmentations [8, 24, 52, 63, 65] on the input data and introduces shifted patch tokenization (SPT) and locality self-attention (LSA), which enable ViT to learn from scratch even on small datasets. [39] trains a ViT with an additional proxy task of learning the spatial location of the encoded image tokens in order to learn the phenomena of locality. Different from these approaches, we show that without any modification to the internal layers or addition of new loss function, our approach learns better generalizable features from the existing small target datasets.

Self-supervised learning: In recent years, several self-supervised techniques have been proposed to pre-train ViTs [1, 3, 22, 36, 59, 66]. In [1], the pretext task is to match the local and global features by minimizing the cross entropy loss. In [22, 59], the input patches are masked and the network is tasked to predict the masked pixels. [66] pretrains the network with two pretext tasks based on local-global feature matching and masked encoding. All these methods have shown impressive results on Imagenet linear evaluation and have been applied to numerous downstream tasks. Such pre-training strategies are computationally expensive and are designed for large sized datasets at higher resolution. Instead, we apply self-supervision for low-resolution small dataset to observe decent improvements.

Weight Initialization. ImageNet pre-trained weights have been the default choice for network initialization in most computer vision tasks. However, given the amount of training time and computational resources required for such training, some past works [27, 67] have proposed methods to efficiently initialize the model weights. [27] introduces a weight initialization scheme that eliminates the problem of learning rate warmup in NLP transformers, enabling deep transformer models to train without difficulty. [67] presents a model agnostic initialization scheme which adjusts the norm of each network layer by introducing a multiplier variable in front of each parameter block. Apart from these approaches, majority of the models are initialized using the basic weight initialization schemes [14, 20, 45], etc. Different from these approaches, we learn the initial weights of the ViT using self-supervised learning directly from small datasets without any changes in the architecture or the optimizer.
3 Vision Transformer Training on Small Datasets

Inherent inductive biases allow to train CNNs on small-scale datasets from scratch. Vision Transformer on the other hand need large-scale pre-training for successful transfer learning [13, 54]. Our goal is to eliminate the large-scale data requirement and train ViTs directly on a given small dataset. Neural networks are sensitive to weight initialization schemes [19]. We observe that ViTs’ convergence is affected by the weight initialization scheme (Fig. 3) during training from scratch. Therefore, we propose to learn the weight initialization from the given data distribution ($Q$) to inject the necessary inductive biases within ViT architecture. Our training approach (Fig. 2), hence, consists of two stages including a) Self-supervised View Prediction followed by b) Supervised Label Prediction tasks. Note that both of these tasks are learned on the same data distribution ($Q$) with the same model backbone $F$. The only architectural difference between the both learning tasks is the self-supervised and supervised MLP projection (Fig. 2). In this manner, our approach is independent to large-scale pre-training. We describe the ViT encoders designs next in Sec. 3.1 before explaining our proposed training in detail (Sec. 3.2 and 3.3).
### Attributes → | Depth | Patch-size | Token Dimension | Heads | MLP-ratio | Window-size
---|---|---|---|---|---|---
ViT | 9 | [4,8] | 192 | 12 | 2 | -
Swin | [2,4,6] | [2,4] | 96 | [3,6,12] | 2 | 4
CaiT | 24 | [4,8] | 192 | 4 | 2 | -

| Table 1: Details of ViT encoders used in our proposed training approach (Fig. 2).

#### 3.1 Vision Transformer Encoders

We train different monolithic [54] and non-monolithic (Swin [40] and CaiT [55]) ViTs (Table 1). These ViTs are originally designed for higher resolution inputs (224 or 384) with patch sizes of 16 or 32. However, small-scale datasets have low resolution inputs e.g. 32 or 64 in the case of CIFAR and Tiny-ImageNet, respectively. Therefore, we reduce the patch size for such low resolution inputs. Specifically, we set a patch size of 8 and 4 for an input of size 64x64 and 32x32, respectively. Similarly, we adopt the original ViT designs for small datasets following [46]. Table 1 presents the high level details of these network architectures. Further ablations with different ViT attributes (e.g. depth, and heads) are provided in Appendix A.

#### 3.2 Self-supervised View Prediction as Weight Initialization Scheme

As mentioned earlier, we learn to initialize wights for low resolution small-scale datasets via self-supervised training. Among many self-supervised learning methods [5, 6, 47], we adopt view prediction strategy based on [3]. Thus, our self-supervised approach does not require memory bank, large batch-size, or negative mining. The self-supervised weights are then used for initialization during fine-tuning stage directly from the low-resolution dataset. Our view prediction pre-training uses a student (\(F_s\)) and teacher (\(F_t\)) setup to predict different views of the same input sample from each other and thus follows the learning paradigm of knowledge self-distillation [18]. Both student and teacher represent the same network (Fig. 2) but process different views as explained below.

**Self-supervised View Generation and Prediction:** Consider a low resolution input \(x\) sampled from a small data distribution \(Q\). We define the height and width of the low-resolution input \(x\) by \(h\) and \(w\), respectively. During pre-training, the input is distorted and augmented to generate global (\(x_g\)) and local (\(x_l\)) views. We use standard augmentations [3] which preserve the semantic information of each selected view. These augmentations include color jitter, gray scaling, solarization, random horizontal flip and gaussian blur. **Global views** are generated by randomly selecting regions in the input image covering more than 50% of the input portion, while **local views** are generated by randomly selecting regions covering around 20-50% portion of the input. The global and local views are further resized such that the ratio of area of local to global view is 1:4. As for instance, the global view generated for CIFAR sample is resized to a dimension of 32x32 and the local view is resized to 16x16. We generate 2 global and 8 local views in our case. **Dynamic Position Embeddings (DPE):** The number of input tokens vary based on the view size, so we use Dynamic Position Embeddings (DPE) [3, 53] which interpolates for the missing tokens of smaller views with height and width less than the original sample size \(h \times w\). Both student and teacher networks process these multi-sized views and output the corresponding feature representations. **Self-supervised MLP Projection:** The features representation of each view is further processed by a 3-layer MLP of the student and teacher networks. The multi-layer projection performs better than a single layer MLP [3]. Thus, each low-resolution view is converted into 1024 dimensional feature vector. Ablative analysis on the effect of the output size of self-supervised MLP projection head is provided in Sec. 4.2.
The teacher network processes the global views to generate target features ($F_{gt}$) while all the local and global views are forward-passed through the student network to generate predicted features ($F_{gs}$) and ($F_{ls}$). These features are normalized \cite{3, 47} to obtain $\tilde{F}_{gt}$, $\tilde{F}_{gs}$, and $\tilde{F}_{ls}$. We update the student’s parameters by minimizing the following objective:

\[
L = -\tilde{F}_{gt} \cdot \log(\tilde{F}_{gs}) + \sum_{i=1}^{n} -\tilde{F}_{gt} \cdot \log(F_{ls}^{(i)}),
\]

where $n$ represents the number of local views specifically set to 8. The teacher parameters are updated via exponential moving average of the student weights using:

\[
\theta_t \leftarrow \lambda \theta_t + (1 - \lambda) \theta_s
\]

where $\theta_t$ and $\theta_s$ denote the parameters of the teacher and student network respectively and $\lambda$ follows the cosine schedule from 0.996 to 1 during training. Further, we apply centering and sharpening operations to the teacher output. This way our method avoids any mode collapse similar to BYOL \cite{17} and converges to a unique solution \cite{3}.

Our self-supervised view prediction objective (Eq. 1) on low resolution inputs induces locality in the Vision Transformer and encourages better intermediate feature representations which further aids during the fine-tuning stage on the same dataset.

### 3.3 Self-supervised to Supervised Label Prediction

We initialize a given model with weights learned via our self-supervised approach on the target dataset and then fine-tune the model on the same corresponding dataset. This is in contrast to existing practices of initializing the models with different initialization schemes \cite{45} or ImageNet pre-trained weights. We transfer weights from the teacher network (Fig. 2) and replace the self-supervised MLP projection head with a randomly initialized MLP classifier. The model is then trained via supervised objective as follows:

\[
L_{CE} = -\sum_{i=1}^{k} y_i \cdot \log(F(x)_i),
\]

where $k$ is the output dimension of the final classifier and $y$ represents the one-hot encoded ground-truth. We note that teacher provides high quality target features during pre-training and hence prove useful for the fine-tuning stage \cite{6}. Further, the ablation on the effect self-supervised weights is provided in Table 7.

### 4 Experimental Protocols

In this section, we discuss the experimental settings including dataset and training details, qualitative (Sec. 4.1), and ablative analysis (Sec. 4.2).

**Datasets:** We validate our approach on five small-scale, low-resolution datasets including Tiny-Imagenet \cite{34}, CINIC10 \cite{10}, CIFAR10, CIFAR100 \cite{32}, SVHN \cite{15} and two fine-grained datasets including Aircraft \cite{42} and Cars \cite{31}. Details about the dataset size, sample resolution and the number of classes are provided in Table 2.

**Self-supervised Training Setup:** We train all models with the Adam optimizer \cite{30} and a batch size of 256 via distributed learning over 4 Nvidia V100 32GB GPUs. We linearly ramp up the learning rate during the first 10 epochs using: $lr = 0.0005 \times \frac{\text{Batch size}}{256}$. After first 10 epochs, learning rate follows the cosine schedule \cite{14}. We re-scale the student and teacher
Table 2: Details of datasets in terms of sample size and resolution used in our experiments. We propose to learn Self-supervised initialization directly from small datasets with default resolution.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train Size</th>
<th>Test Size</th>
<th>Dimensions</th>
<th># Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiny-Imagenet</td>
<td>100,000</td>
<td>10,000</td>
<td>64x64</td>
<td>200</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>50,000</td>
<td>10,000</td>
<td>32x32</td>
<td>10</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>50,000</td>
<td>10,000</td>
<td>32x32</td>
<td>100</td>
</tr>
<tr>
<td>CINIC10</td>
<td>90,000</td>
<td>90,000</td>
<td>32x32</td>
<td>10</td>
</tr>
<tr>
<td>SVHN</td>
<td>73,257</td>
<td>26,032</td>
<td>32x32</td>
<td>10</td>
</tr>
<tr>
<td>Aircraft</td>
<td>6,667</td>
<td>3533</td>
<td>224x224</td>
<td>102</td>
</tr>
<tr>
<td>Cars</td>
<td>8,144</td>
<td>8,041</td>
<td>224x224</td>
<td>196</td>
</tr>
</tbody>
</table>

Table 3: Our approach performs favorably well against different ViT baselines \([35, 39]\) as well as CNNs without adding any additional parameters or requiring changes to architecture or loss functions. Note that all methods are trained on the original input resolution as provided in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>Input Resolution</th>
<th>Patch-size</th>
<th>No. of Tokens</th>
<th>Params(M)</th>
<th>Tiny-Imagenet</th>
<th>CIFAR10</th>
<th>CIFAR100</th>
<th>CINIC10</th>
<th>SVHN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9</td>
<td>56.51</td>
<td>94.65</td>
<td>74.44</td>
<td>85.34</td>
<td>97.61</td>
</tr>
<tr>
<td>ResNet110</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.7</td>
<td>59.77</td>
<td>95.27</td>
<td>76.18</td>
<td>86.81</td>
<td>97.82</td>
</tr>
<tr>
<td>EfficientNet B0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.0</td>
<td>55.48</td>
<td>88.38</td>
<td>61.64</td>
<td>75.64</td>
<td>96.06</td>
</tr>
<tr>
<td>ResNet18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.6</td>
<td>53.32</td>
<td>90.44</td>
<td>64.49</td>
<td>77.79</td>
<td>96.78</td>
</tr>
<tr>
<td>ViT (scratch)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.8</td>
<td>57.07</td>
<td>93.58</td>
<td>73.81</td>
<td>83.73</td>
<td>97.82</td>
</tr>
<tr>
<td>SL-ViT [Arxiv'21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.9</td>
<td>61.07</td>
<td>94.53</td>
<td>76.92</td>
<td>84.48</td>
<td>97.79</td>
</tr>
<tr>
<td>ViT-Drloc [NeurIPS'21]</td>
<td></td>
<td>3.15</td>
<td>42.33</td>
<td>81.00</td>
<td>58.29</td>
<td>71.50</td>
<td>94.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ViT (Ours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.8</td>
<td><strong>63.36</strong></td>
<td><strong>96.41</strong></td>
<td><strong>79.15</strong></td>
<td><strong>86.91</strong></td>
<td><strong>98.03</strong></td>
</tr>
<tr>
<td>Swin (scratch)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.1</td>
<td>60.05</td>
<td>93.97</td>
<td>77.32</td>
<td>83.75</td>
<td>97.83</td>
</tr>
<tr>
<td>SL-Swin [Arxiv'21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.2</td>
<td>64.95</td>
<td>94.93</td>
<td>79.99</td>
<td>87.22</td>
<td>97.92</td>
</tr>
<tr>
<td>Swin-Drloc [NeurIPS'21]</td>
<td></td>
<td>7.7</td>
<td>48.66</td>
<td>86.07</td>
<td>65.32</td>
<td>77.25</td>
<td>95.77</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swin (Ours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.1</td>
<td><strong>65.13</strong></td>
<td><strong>96.18</strong></td>
<td><strong>80.95</strong></td>
<td><strong>87.84</strong></td>
<td><strong>98.01</strong></td>
</tr>
<tr>
<td>CaiT (scratch)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.7</td>
<td>64.37</td>
<td>94.91</td>
<td>76.89</td>
<td>85.44</td>
<td>98.13</td>
</tr>
<tr>
<td>SL-CaiT [Arxiv'21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.2</td>
<td>67.18</td>
<td>95.81</td>
<td>80.32</td>
<td>86.97</td>
<td><strong>98.28</strong></td>
</tr>
<tr>
<td>CaiT-DRloc [NeurIPS'21]</td>
<td></td>
<td>8.5</td>
<td>45.95</td>
<td>82.20</td>
<td>56.32</td>
<td>73.85</td>
<td>19.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaiT (Ours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.7</td>
<td><strong>67.46</strong></td>
<td><strong>96.42</strong></td>
<td><strong>80.79</strong></td>
<td><strong>88.27</strong></td>
<td><strong>98.18</strong></td>
</tr>
</tbody>
</table>

Table 4: In comparison to \([39]\), the performance of our approach improves significantly on higher resolution. Thus our approach proves effective on both low as well as high input resolutions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>Aircraft</th>
<th>Cars</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT-Drloc</td>
<td>[38]</td>
<td>10.40</td>
<td>13.82</td>
</tr>
<tr>
<td>ViT (Ours)</td>
<td><strong>66.04</strong></td>
<td><strong>43.89</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Our approach outperforms the existing SOTA approach on the finegrained datasets (Top-1 accuracy).

outputs using a temperature parameter \([12]\) which is set to 0.1 for the student network, while it follows a linear warm-up from 0.04 to 0.07 for the teacher network.

**Supervised Training Setup:** We use the training framework of \([35]\) for supervised learning and apply standard data augmentations for consistency. Specifically, we use cutmix \([33]\), mixup \([33]\), auto-augment \([8]\), and repeated augment \([8]\). Further, we also use label smoothing \([8]\), stochastic depth \([25]\), and random erasing \([65]\). We train all models for 100 epochs with a batch size of 256 on a single Nvidia V100 32GB GPU. We use Adam optimizer \([30]\) with a learning rate of 0.002 and learning decayed rate of 5e-2 with cosine scheduling.
Table 6: Mean corruption error (*lower is better*) is reported against 18 natural corruptions [23]. Our training method improves model robustness against such real world corruptions such as fog, rain, etc.

### 4.1 Results

**Generalization:** We observe generalization of different methods with a comparative analysis presented in Table 3 across 3 different ViT architectures (Table 1). We keep a patch size of 8 for Tiny-Imagenet to generate 16 number of input tokens for ViT and CaiT architectures. We reduce the patch size to 4 so that the resultant number of tokens become 64 for all other datasets such as CIFAR, SVHN, and CINIC10. Similarly, for Swin architecture, we use a patch size of 4 for Tiny-Imagenet to obtain 64 tokens, while for other datasets, we use a patch size of 2 which produces 256 number of input tokens. We consistently follow these architectural settings for all the baselines (Table 3). Our approach consistently performs better as compared to recent state-of-the-art methods ([35, 39]) for ViTs training on small-scale datasets (Table 3). Particularly, we observe a significant gain for the difficult cases where the ratio of number of classes vs. input samples is higher e.g. CIFAR100 and Tiny-ImageNet (Table 3). In this manner, our approach paves the way to adopt ViTs to small datasets that also outperforms CNN based models. The effect of our self-supervised weight initialization on convolutional networks is provided in Appendix B.

**Performance on fine-grained datasets:** We test our approach on two fine-grained datasets such as Aircraft and Cars, and present the top-1 accuracy results in Table 5. We observe that our proposed approach performs well on fine-grained datasets compared to [39].

**Robustness to Input Resolution and Patch Sizes:** A recent method [39] projects the input samples to higher resolution to train Vision Transformer e.g. input resolution of 32x32 for CIFAR is re-scaled to 224x224 during training. This significantly increases the number of input tokens and hence the quadratic complexity within self-attention (Table. 4). In comparison, our approach successfully trains ViTs on low resolution inputs while being computationally efficient. Our method scales well on high resolution inputs and outperforms [39] by notable margins (Table 4).

**Robustness to Natural Corruptions:** We analyse the mean corruption error on CIFAR10 and CIFAR100 in Table 6. Our training approach increases the model robustness against 18 natural corruptions such as fog, rain, noise, and blur, etc. [23].

**Attention to Salient Regions:** We visualize self-attention in Fig. 4. The attention scores of the class token computed across the attention heads for the last ViT block is projected onto the unseen test samples of Tiny-ImageNet. Our proposed approach is able to capture the shape of the salient objects more efficiently with minimal or no attention to the background as compared to the baseline approaches where the attention is more spread out in the background and they completely fail to capture the shape of the salient object in the image.

### 4.2 Ablative Analysis

**Effect of Data Size on Self-supervised Weight Initialization:** We study the effect of data size on our self-supervised learning for weight initialization (Fig. 5). We train the ViT models [54] on 25%, 50% and 75% of the training samples across 3 datasets: CIFAR10, CIFAR100 and Tiny-Imagenet datasets. In case of CIFAR10, our approach achieves more than
GANI ET. AL.: HOW TO TRAIN ViT ON SMALL-SCALE DATASETS?

Figure 4: Our approach captures the salient objects in the image in comparison to baseline methods for which the attention is dispersed in the background.

Figure 5: We demonstrate the efficiency of our approach by varying the training samples of CIFAR10, CIFAR100 and Tiny-Imagenet. Specifically we train the models with 25%, 50% and 75% of training data. Our approach consistently performs better even with limited training data.

Table 7: Self-supervised teacher weights transfer well as compared to the student. This finding is consistent with [3].

Table 8: We demonstrate the impact of local-global crop ratios chosen during self-supervised training on the Top-1 train accuracy scores of CIFAR10 and CIFAR100 (left), and Tiny-Imagenet (right).

90% top-1 accuracy with just 25% of data and outperforms other approaches with notable margins. We observe a similar trend with CIFAR100 and Tiny-Imagenet datasets.

Effect of Local-Global Crop Ratio: We generate local and global views by randomly cropping certain regions from the original input image. The cropped area of each generated view is chosen from a specified range of values w.r.t the original input size. We analyse the impact of the range of aspect ratios for local and global views w.r.t the original input size in Table 8. The original input size of Tiny-Imagenet is 2x times greater than the other datasets used in our experiments, therefore, we use a modified range of local-global aspect ratios as shown in Table 8 (right). We observe that range of aspect ratios between (0.2, 0.4) for local view and (0.5, 0.1) for global view works well for the Tiny-ImageNet. Similarly, for the other relatively lower-resolution datasets, the optimal aspect ratios are in the range of (0.2, 0.5) and (0.7, 1.0) for the local and global views, respectively (Table 8).

Effect of Self-supervised MLP Dimensions: Table 9 shows the effect of the output head dimension of our self-supervised projection MLP on the model generalization during supervised fine-tuning stage. We fix the local-global aspect ratio to their optimal values and ablate over a range of MLP head dimensions. Based on the top-1 accuracy results on train set (Table 9), we choose the dimension of size 1024 for all our experiments.

Effect of Teacher Vs. Student Weights Transfer: We compare the performance of the ViT initialized with our self-supervised weights from student and teacher networks (Table 7). We observe higher generalization (top-1 accuracy) with the teacher weights that corroborates our strategy of choosing teacher rather than student weights for the supervised training stage.

Performance comparison with self-supervised learning based CNN: We provide a com-
<table>
<thead>
<tr>
<th>SSL Head</th>
<th>CIFAR10</th>
<th>CIFAR100</th>
<th>Tiny-Imagenet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ViT</td>
<td>Swin</td>
<td>ViT</td>
</tr>
<tr>
<td>512</td>
<td>78.77</td>
<td>79.46</td>
<td>71.63</td>
</tr>
<tr>
<td>1024</td>
<td>79.19</td>
<td>79.78</td>
<td>71.64</td>
</tr>
<tr>
<td>2048</td>
<td>78.83</td>
<td>79.48</td>
<td>71.15</td>
</tr>
<tr>
<td>4096</td>
<td>78.92</td>
<td>79.50</td>
<td>71.03</td>
</tr>
</tbody>
</table>

Table 9: Effect of Self-supervised MLP Projection Head: We observe that MLP head dimension of 1024 gives better overall results on train set across 3 datasets using ViT and Swin architectures.

Table 10: Top-1 accuracy comparison of self-supervised (SS) trained CNN with Ours.

Table 11: Comparison of other existing self-supervised learning techniques with ours using basic ViT architecture.

Table 12: Our approach is efficient in terms of epochs used and outperforms the current approach in terms of Top-1 accuracy.

Table 13: Top-1 accuracy comparison of 3-Layer MLP with 1-Layer MLP training

Table 14: Top-1 accuracy comparison of the size of projection head used during self-supervised training

<table>
<thead>
<tr>
<th>Head size</th>
<th>CIFAR100</th>
<th>Tiny-Imagenet</th>
</tr>
</thead>
<tbody>
<tr>
<td>65536</td>
<td>77.42</td>
<td>60.77</td>
</tr>
<tr>
<td>1024 (Ours)</td>
<td>79.15</td>
<td>63.36</td>
</tr>
</tbody>
</table>

Efficiency in terms of epochs: We further observe that our method trained for 300 epochs (200 for self-supervised view matching and 100 for supervised label prediction) outperforms the current SOTA approach [39] trained for even 600 epochs (Table 12).

Self-supervised MLP layers: We modify the self-supervised projection MLP which reduces complexity and increases generalization as shown in Table 13.

Analysis of MLP Head: We observe that larger the size of MLP such as 65536 [3], the lower is the performance on small-scale datasets (Table 9 and Table 14). This is because the large size of MLP head might result in overfitting the features of low resolution views.

5 Conclusion

In this work, we introduce an effective strategy to train Vision Transformers on small-scale low-resolution datasets without large-scale pre-training. We propose to learn self-supervised inductive biases directly from the small-scale datasets. We initialize the network with the weights learned through self-supervision and fine-tune it on the same dataset during the supervised training. We show through extensive experiments that our method can serve as a better initialization scheme and hence allows to train ViTs from scratch on small datasets while performs favorably well w.r.t the existing state-of-the-art methods. Further, our approach can be used in a plug-and-play manner for different ViT designs and training frameworks without any modifications to the architectures or loss functions.
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