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Abstract

Mixture of Experts (MoE) are rising in popularity as a means to train extremely
large-scale models, yet allowing for a reasonable computational cost at inference time.
Recent state-of-the-art approaches usually assume a large number of experts, and require
training all experts jointly, which often lead to training instabilities such as the router col-
lapsing. In contrast, in this work, we propose to revisit simple single-gate MoE, which
allows for more practical training. Key to our work are (i) a base model branch acting
both as an early-exit and an ensembling regularization scheme, (ii) a simple and effi-
cient asynchronous training pipeline without router collapse issues, and finally (iii) an
automatic per-sample clustering-based initialization. We show experimentally that the
proposed model obtains efficiency-to-accuracy trade-offs comparable with other more
complex MoE, and outperforms non-mixture baselines. This showcases the merits of
even a simple single-gate MoE, and motivates further exploration in this area.

1 Introduction

Neural networks are designed to extract a fixed set of exhaustive features for any given
image. However, images exhibit varying levels of complexity, from simple cases such as
single objects on a white background to images with clutter and difficult camera angles.
Treating both of these cases equally can be wasteful from an efficiency perspective: This
intuition has given rise to very active research in the fields of conditional computing [3] and
early-exiting [19, 44, 48]. In conditional computing, subparts of the network are turned on
or off dynamically based on the input image. This allows to increase the network’s capacity
at training time without affecting the computational cost at inference. The same conditional
behavior applies in early exiting but across the depth dimension: The prediction can be
finalized early in the network for simple images, avoiding unnecessary further computing.
In particular, Mixture of Experts (MoE) have gained a lot of traction in recent years for
conditional computing. For instance, transformers with a massive number of parameters
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are now becoming the new normal for natural language processing [7, 11, 25, 39]. Similar
models are also starting to emerge in computer vision, leveraging extremely large datasets
and numerous routing decisions [39]. The success of these large-scale conditional models
begs the question whether similar results are also achievable for datasets and architectures
of a smaller scale, more commonly used by practitioners (e.g. ResNet-18 on ImageNet). In
this work, we introduce three ingredients to make simple single-gate MoE competitive with
other state-of-the-art MoE, across a variety of architectures and dataset sizes. In particular,
our training pipeline remains efficient and stable in all cases, in contrast to more complex
dynamic routings [51], and avoids introducing new ad-hoc losses [52]. Specifically, we make
the following contributions:

e In Section 2.2, we introduce a single-gate MoE that consistently outperforms its non-
mixture counterparts on various architectures. A key improvement in our proposed
model is a base network branch whose features facilitate the initial expert selection.
We also show that this base model acts as an excellent regularizer when ensembled
with specialized experts, improving the overall performance.

e In Algorithm 1, we also formulate a simple and efficient training procedure for the
model, which is both stable and asynchronous. These results indicate that simple
single-gate MoE is a promising direction to enable conditional computing for both
small training- and inference- computational budgets.

* Finally, in Section 2.3, we propose and evaluate a simple threshold rule to dynamically
adapt the computational budget at inference, without retraining, which combines early-
exiting through the base model and selecting a dynamic number of experts per sample.

2 Proposed Model

2.1 The Mixture of Experts Setup for Image Classification

A Mixture of Experts (MoE) consists of a set of K experts, (ex)1. k, each outputting a distri-
bution over the target classes; The execution of these experts is conditioned by the gate g (or
router), which outputs a probability distribution over the set of experts. The total likelihood
of the model on the training dataset D, which we want to maximize, is expressed as:

K
L(D)= E [Zg(klx)q(ylx)] (1

(xy)~D | k=1

A successful MoE relies on the gate learning a decomposition of the input space across K
clusters, such that experts specialize on the resulting subsets; The key underlying assumption
is that this compositional approach outperforms a single model trained on the entire dataset.
At inference time, the gate is thresholded, such that only one - or few - experts are executed,
to control the accuracy/efficiency trade-off. Unfortunately, the standard MoE suffers from
three major issues: (i) Because the experts only have a local view of the training set, regulated
by the gate, their mixture is more prone to overfitting than a single model trained on the whole
dataset [40]. (ii) Jointly training the gate and experts raises a chicken-and-egg problem: The
gate has to route samples to the experts most likely to classify them successfully, but weaker
experts need data to improve. This problem often leads to the gate collapsing, i.e., only
feeding input samples to very few experts, which defeats the purpose of using an MoE in
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the first place. (iii) The initial data subsets defined by the gate strongly influences the expert
training. Thus, a naive random initialization may even further worsen the gate collapse issue
if, for instance, an expert is heavily favored over others at initialization.

In this work, we propose two key changes to the MoE framework to alleviate the afore-
mentioned issues and improve performance of simple single-gate MoE models. First, we
introduce a novel generic knowledge branch, which we refer to as the base model: This
module is trained on the whole dataset, and we use it (i) to tackle potential overfitting: It acts
as a form of regularization for the experts by ensembling their outputs with this initial base
prediction; (ii) to initialize the gate, using the feature space induced by the base model for
clustering the training samples. and (iii) as an early-exiting branch that avoids executing any
expert when not necessary, and is conditionally activated based on the input image. Second,
we describe a simple, lightweight training scheme that first initializes the experts’ subsets
by clustering the base model’s embeddings and then keeps the gate and experts independent
during training in order to avoid the gate collapse issue.

In Section 2.2, we describe the proposed model’s key components and training scheme;
The model architecture is summarized in Figure 1. Then, in Section 2.3 we describe a simple
conditional computing mechanism to obtain even more computationally-efficient models.

2.2 Model Summary

Early Exit?

Base Model (®)
(frozen)

(a) Single-gate MoE, e.g.
[14, 34, 50, 52]

Experts  Ensemblers
(b) Proposed model

Figure 1: (lefr) MoE define a gate, g, that selects (@) which expert to execute based on the current
representation (@) of input x. At inference, a unique expert is picked (in bold). (right) our proposed
architecture maintains a full-depth base model, ¢, which is (i) ensembled with the expert output, (ii)
used as inputs to the experts and gate, and (iii) acts as an early exit (@) at inference. Grad-CAM [12]
visuals reveal that the selected expert focuses on fine-grained details, while the base model attends to
general features. The other non-selected experts produce poorly focused activation maps.

Architecture. The base model ¢ is a simple, ideally lightweight, network trained on the
whole dataset, and is executed for every input. Its purpose is multi-fold: First, it is ensembled
with the selected expert. While previous works [34, 50] often ensemble specialized experts
together in MoE, we show in our experiments that ensembling one expert with this non-
specialist branch is consistently more beneficial. Second, the base model acts as an early
exit output at inference time, avoiding redundant expert computations for the easier samples
(see Section 2.3). Finally, we reuse the early layers of the base model as inputs to the gate
and the experts which allows us to reduce computational load even further.

The gate g is a simple linear layer taking as input the pre-logits of the base model. At
training time, it outputs a probability distribution over experts, g(k|x), allowing for direct
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backpropagation through these weights. At inference, we only select and execute the most
probable expert, i.e., gest(k|x) = 1(k = argmaxy g(k’|x)); 1(-) being the indicator function.
We also discuss in Section 2.3 how we can dynamically select the number of active experts,
rather than always defaulting to the top-1 expert.

Experts are neural networks whose input is an intermediate feature map of the base
model. This design choice yields two benefits: (i) The experts’ early features are shared and
frozen, which reduces the number of trainable parameters and reduces the risk of experts
overfitting (in particular when training on small datasets); and (ii) this allows the model to
reuse computations from the base model at inference time, further improving efficiency.

Finally, ensemblers are shallow neural networks, one for each expert, combining outputs
of the base model and the expert selected by the gate. We experiment with both stacking and
bagging ensembling methods. In the text, we also refer to €, (y|x) = di(¢ (y|x); ex(y|x)) as the
classification output of the ensembler dy, which ensembles the k-th expert and base model ¢.

Training Procedure. We summarize our asynchronous training scheme in Algorithm 1,
in which the gate and experts are trained independently in parallel. This training procedure
relies on three key insights: First, to avoid gate collapse, we keep the gate weights fixed
while training the experts. This makes the model heavily dependent on the gate initializa-
tion. Thus, to define a meaningful initial gate gy, we cluster the pretrained base model’s
embeddings using K-means [29]. A similar initialization scheme has been used in the hier-
archical classification literature [14, 34]; In contrast, we do not restrict this initial clustering
step to be a hard assignment to a unique expert, nor to be on a per-class basis.

A second issue stems from uncalibrated outputs [15, 33]: Training an ensembler dj
jointly with its expert e often leads to dj heavily favoring the base model, preventing the
expert from specializing. This behavior is likely due to the base model being overly confident
on many training samples: In fact, this is particularly apparent on small datasets where the
base model is already close to perfectly fitting the training set, e.g., on CIFAR-100. To avoid
this problem, we only start training dj after fully training the corresponding expert ¢y.

Thirdly, because the experts are initialized with the base model’s pretrained weights,
but are then trained on a specialized subset of the data given by the gate, they might “forget”
classes they never see. This is similar to catastrophic forgetting [22, 37]. While the proposed
ensemblers partially alleviate this issue by providing additional regularization, we find that it
is often beneficial to also route non-assigned samples the experts: Specifically, in step 4 and
5 of Algorithm 1, the gate g¢ is "smoothed" using the transformation: I": - — clip(-, 7, 1.),
where 7 is a hyperparameter. We experimented with (i) using the smoothed gate weights to
re-weight the loss of all samples, including negative ones (as portrayed in Algorithm 1) or
(ii) using these gate weights as sampling probabilities when forming the training batch. Both
yield similar results, and while (i) is simpler to implement, we find that (ii) is more practical
for large datasets, as it often leads to faster convergence, hence reduced training times.

An alternative joint training scheme. We also consider extending the training scheme to
handle joint end-to-end training of the gate and experts by using the Expectation Maximiza-
tion (EM) algorithm [8] to alleviate the "chicken-and-egg" problem. EM alternates between
two steps: (E) computing new gate weights, updated based on the current experts’ perfor-
mance, and (M) separately training the experts according to this new assignment, while
forcing the gate to match it. Taking into account training costs, it is beneficial to keep a low
number of E steps (Ng) as every update of the posterior requires synchronization across all
experts. In fact, one can show that Algorithm 1 is equivalent to setting Ng = 0. In prac-
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Algorithm 1 Proposed asynchronous training scheme

Require: Training dataset D, base model @, gate g, experts ek, ensemblers d;__ g
1. Train the base model ¢ on dataset D (or use an off-the-shelf pretrained model)
2. Cluster the base model embeddings using K-means, obtaining centroids ¢, g
Define the initial gate gy : (x,k) — m(d(x),c;) where m is a similarity function and is
such that the weights across clusters sum to 1 for a given sample x.
3. Train the gate g by minimizing the KL divergence KL(go,g)
for k =1 to K (in parallel) do
Initialize the k-th expert from the base model’s weights: 6,, < 0,
4. Train expert e, following (1), i.e., by maximizing Y., )p 8o (k|x) ex(y|x)
5. Train ensembler d by maximizing ¥, ,)~p go(k|x) di (¢ (y]x);ex (y]x))

tice, we observe that larger values N can lead to higher accuracies (e.g., on tiny-ImageNet:
+1.37% without ensemblers, and +0.43% with ensemblers). However, the improved per-
formance is often not worth the higher training costs, hence we only report results using
Algorithm 1 in our experiments section. We describe the derivation of the EM variant and
experiments in more details in the supplemental material.

2.3 Anytime Inference via Early-Exiting and Dynamic Ensembling

By design, our framework integrates a straightforward option for early-exiting by directly
outputting the base model’s predictions in easy cases, to improve computational efficiency
further. Following previous early-exiting literature [19, 44, 49], our model decides whether
to early-exit or to execute the gate-selected expert by thresholding the base model’s con-
fidence at inference time. We also consider other early-exit designs in the supplemental
material. Additionally, it is clear from Equation | that MoE can be viewed as an ensemble
of experts weighted by the gate, rather than using only the top-1 expert as is usually done for
efficiency purposes. Similar to [50], we propose to threshold the gate outputs to determine
which experts to include dynamically at inference.

In order to combine both the early-exiting and expert ensembling behaviors under a
unique thresholding rule, we introduce the quantity oy (x) = g(k|x)(1 —maxy ¢ (y|x)). From
a probabilistic perspective, oy (x) can be interpreted as the joint probability that the sample x
is not early-exited, and that the gate routes x to the k-th expert. Intuitively, if this quantity is
below a certain threshold for all experts, it means that the base model has a high confidence
and the gate does not confidently route the sample to any expert; thus we should early exit.
Thus, given a trained gate g and experts (with their ensemblers) ¢}, we define the anytime
model p*7, which combines both early-exiting and dynamic experts ensembling, as follows:

ee(x) = 1iff Vk € [1,K], og(x) <7 (2)

P (y]x) = ee(x) (v]x) + (1 — ee(x ) g(klx) ef.(v]x) 3)

HMN

where 1(-) is the indicator function, and 7 € [0, 1] is a hyperparameter. We show in exper-
iments that varying 7 allows the model to quickly achieve a wide range of computational
budgets at inference time, without any retraining.
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3 Related Work

Conditional computing aims to learn a sparse connectivity pattern conditioned on the input
sample. To achieve such pattern, many works add a mixture of expert layers at several
stages throughout the network [5, 10, 31, 38, 46, 47, 51]. Unlike single-gate MoE, the
increased number of routing decisions incurs some practical drawbacks: (i) At inference,
a new submodel has to be loaded in memory for every routing decision, which becomes
increasingly cumbersome as the number of gates increases and (ii) all gates and experts have
to be trained synchronously which leads to huge models to train and training instabilities.
This often leads to complex training pipelines, e.g. relying on reinforcement learning [5, 38,
46] to learn the routing mechanism. More recently, [51] has proposed a simpler k-means-
like routing mechanism that evolves during training via moving average. However, they also
report that the training pipeline requires large batch sizes, and is prone to mode collapse.

Simpler single-gate mixture of experts have also been successfully applied to neu-
ral networks for various applications such as image classification [1], detection [24] , re-
trieval [14] and scene recognition [20]. More recently, [52] has shown that such models
can achieve significant accuracy/efficiency gains in the large-scale regime. However, their
training pipeline relies on several unclear heuristics. Orthogonal to these, hierarchical clas-
sification is a subclass of MoE, in which the routing is learned on a per-class basis, aiming
to route all samples of a ground-truth class to the same expert. Several works [4, 13, 30, 35]
directly leverage an external class taxonomy (such as WordNet [32]). A follow-up line of
thought extracts such information from a pretrained classifier [34, 50], or even learns the
optimal taxonomy jointly with the image representations [2, 28]. Such models have been
shown to improve the efficiency/accuracy trade-off in classification tasks. However, this
class-based routing is a limiting assumption, and per-sample routing has been shown to out-
perform hierarchical classification models when correctly parametrized [1, 20].

Finally, MoE can be seen as an ensembling technique whose weights are learned by the
gate. While it is common to assume each sample is routed to a unique expert to maximize
efficiency, some works [14, 34, 50] have considered combining several experts to boost accu-
racy. In contrast, we show that combining one specialized expert with the generic knowledge
base model with simple ensemble methods such as averaging or linear stacking [43] is gen-
erally more efficient than ensembling multiple specialized experts.

4 Experiments

We perform experiments on datasets of different scales: CIFAR-100 [23], tiny-ImageNet [26]
(a downscaled subset of ImageNet with 200 classes and 110k images), and ILSVRC2012 [41].

We use ResNets [16] with different depths as our main backbone architecture. For
CIFAR-100 and tiny-ImageNet, we use a modified variant of ResNets which eliminates the
first two downscaling operations (strided convolution and max-pooling), commonly used in
the literature [21, 45, 51]; We dub it “tiny-ResNet” or tr for short. We follow previously
established training pipelines to train our baseline models, specifically [9] for CIFAR-100
and [27] for tiny-ImageNet.

For ImageNet, we additionally perform experiments on MobileNetv3-small [17], and use
the standard checkpoints provided in torchvision’s model zoo [36] as base models. In all of
our experiments, we initialize the experts with pretrained weights from the base model and
train them with the same hyperparameters and data augmentations as the baseline, although
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Base Expert|| top-1 acc MACs || #params x le7 Base Expert| top-1 acc MACs A #params x .167
Model (x 1e9) ||inference |trainable Model (x 1e9)|inference|trainable

tr18 baseline| - 77.95 0.56 1.12 1.12 tr18 baseline| - 60.42 2.22 1.13 1.13
trl0 ||77.96 +0.20|| 0.37 0.96 9.29 trl0 [60.58 £0.04| 1.48 0.96 9.39

ul0 tr18 ||78.78 £ 0.22|| 0.52 1.55 21.1 1o trl8 [63.38 £0.05| 2.09 1.55 21.2
tr34 baseline| - 78.60 1.16 2.13 2.13 r34 baseline| - 63.39 4.64 2.14 2.14
8 tr10 ||79.78 £0.05| 0.67 1.58 9.29 - trl0 |64.46 +0.05| 2.69 1.59 9.39
tr18 ||79.90 £0.22| 0.82 2.17 21.1 trl8 [66.26 +£0.05| 3.30 2.18 21.2

tr50 baseline - 80.10 1.30 2.37 2.37 tr50 baseline - 63.24 5.19 2.39 2.39
tr34 trl0 ||80.48 £0.17|| 1.28 2.59 9.29 tr34 trl0 [66.42 £0.15| 5.11 2.60 9.39

Table 1: Main CIFAR-100 (left) and tiny-ImageNet (right) results. Each number is reported
over three random seeds. All settings have 20 experts, whose first three blocks are the
(frozen) layers of the base model. We report accuracy and efficiency metrics (number of
operations and number of parameters) across various base and experts architectures.

81
o 5o . o 8
80 0.1
4 ° ‘
A ® tr34 - tr50
2 64 Iy £63-4%) (63.2%)
%} 9]
o V]
© @©
— —
. |
Q Q
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—e— Backbone baselines == Backbone baselines
76 a Any-time performance 8 Any-time performance
© Ensembled MoEs (ours) Al © Ensembled MoEs (ours)
75 175.0%) s Ensembling baselines (1 expert) 56 (56.3%) A Ensembling baselines (1 expert)
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Figure 2: Accuracy vs MACs performance of our “anytime” variant models using a simple
thresholding rule on CIFAR-100 (left) and tiny-ImageNet (right).

using fewer training iterations (200 epochs for CIFAR100, 100 for tiny-ImageNet and 40 for
ImageNet). The features of the base model are kept frozen.

In this section, to assess the benefits of our proposed model and training scheme, we
compare our proposed method to (i) the backbone models at different depths, (ii) an ensem-
bling baseline with equivalent computational cost, (iii) hierarchical classification, and (iv)
two recent dynamic routing works [47, 51]. We also report results of an ablation experiment
on using different ensembling methods. Finally, we report detailed hyperparameters used for
the experiments, and further ablations in the supplemental material.

4.1 Results on Small and Medium-scale Datasets

We first report results on CIFAR-100 and tiny-ImageNet for tiny-ResNets of different depths
in Table 1. All results are reported with 20 experts, branching off the base model after the
third residual block, and without any early-exiting or dynamic ensembling. These results
show that even simple single-gate MoE can significantly improve the efficiency/accuracy
trade-off over standard CNNs: Our proposed method consistently outperforms the backbone
network for an equivalent MAC count. The only downside is that MoE generally has a higher
parameter count at training time. Nevertheless, our asynchronous training scheme allows us
to train experts independently across multiple devices efficiently. We also observe that using
a deeper base model is often more beneficial than using deeper experts in terms of accuracy.
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Comparison to ensembling. A natural ‘ r18-trl8 H CIFAR100 Htiny-lmageNet\
baseline tp compare toisto ensemple the base ‘ base model H 77.95 H 60.42 ‘
model with a unique “expert” trained on the  fC =000 29 63.83 £ 0.08
whole dataset.: The resulting model .has the 5 experts 70672014 65422015
same cost as its MoE counterpart, minus the 10 experts 70.84 + 013! 65.72 £0.17
negligible cost of the linear layer gate. We 20 experts 79.90 + 0.22|| 66.26 + 0.05
also analyze the impact of the number of ex-
perts on the model: Adding more experts
leads to higher specialization, but also more
potential routing errors; thus, it is not evident
that increasing the number of experts benefits
the model. We report the corresponding results in Table 2: All MoE outperform the ensem-
bling baseline, which shows the benefit of specialized experts. Hower, the impact of going
from 10 to 20 experts is minimal: The benefit of splitting the data into specialized subsets
starts to fade above 10 experts for these datasets.

Table 2: Impact of the number of experts
on the model accuracy and comparison to
the ensembling baseline (equivalent to using
only one expert in our model).

Anytime Inference Models. We explore the effect of the anytime inference model intro-
duced in Section 2.3. To fully understand the scope of this dynamic behavior, we evaluate the
accuracy of all models across various thresholds. We then plot the convex envelope of this
set of curves, as shown in Figure 2. We observe that dynamically deciding for each sample
whether to early exit through the base model or to use one or more experts consistently im-
proves the overall accuracy/efficiency trade-off. Furthermore, this simple thresholding rule
allows us to quickly adapt the model’s computational budget without retraining.

4.2 Results on ImageNet

Main results. We report results on ImageNet experiments for ResNet and MobileNet back-
bones in Table 3. Our previous observations still hold: The MoE model outperforms both
the ensembling baseline and the backbone, and early-exiting based on the base model’s con-
fidences helps further reduce computations for a limited drop in accuracy.

We also note that, unlike ResNet18, ResNet34’s MobileNetv3’s performance start to sat-
urate and even slightly decreases with more experts. This behavior implies that the optimal
number of experts is not only a property of the dataset but also of the architecture of both the
experts and the base model.

‘ ResNet18 HNone‘t:OﬂS‘f:O.S"None‘T:OJS‘T:O.S"None‘r:0.75‘r:0.5‘
baseline (1 expert)|| 71.50 | 71.50 | 71.13 || 74.33 | 74.29 | 74.00 | | 68.06 | 68.13 | 68.15
4 experts 7217 | 72.11 | 71.68 | |75.03 | 74.89 | 74.47 || 68.60 | 68.59 | 68.44
20 experts 7238 | 7238 | 71.73 | | 75.05 | 74.92 | 74.56 | | 68.58 | 68.53 | 68.46

MACs 2.64e9| 2.18e9 | 2.03e9 | [5.64e9| 4.42¢9 | 4.06e9 | |8.13¢7| 6.83¢7 | 6.36e7
(a) ResNet18 base model (69.76% accuracy, (b) ResNet34 base model (b) MobileNetv3-small
1.82 GMACsS) and experts (73.31%, 3.66 GMACs) base (67.67%, 5.65¢7
and experts MAC:s) and experts

Table 3: Main results on ImageNet. Experts share 3 layers in the ResNet experiments, and
8 in the MobileNet ones (half of the model in both case). We report our main results in the
first column, without any early-exiting or dynamic ensembling. In the following columns,
we report additional results with early-exiting obtained with different values of the threshold
7 on the base model confidence.
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Comparison to Dynamic Routing baselines. In this section, we compare our model to
two recent dynamic routing works. In Table 4 (left) we compare to DeepMoE [47] on Im-
agenet: The model is a two-times wider ResNet-18 trained end-to-end with a sparsity con-
straint forcing the router in each layer to only activate roughly half of the channels for each
sample. In Table 4 (right), we compare to RMN [51] on tiny-ImageNet: Each residual block
is replicated 8 times (a total of 8* different computational paths), and for each, a routing
based on a moving average of initial k-means centroids is learned. We could not compare di-
rectly to RMN on ImageNet as [51] uses a modified ResNet architecture including additional
Squeeze&Excite [18] layers. Nevertheless, in terms of relative accuracy improvement and
MACs, we observe that our model yields comparable trade-offs, despite using a single gate,
hence significantly fewer computational paths. Furthermore, in contrast to both approaches,
we can easily reach various computational budgets without retraining via early-exiting.

ImageNet MACs| #params tiny-ImageNet base #params
Resri:t—lS gates| acc. x1e9 (tr:;n)xle9 ytrlgS gates model| 2 MACs ?train)
ours 1 |72.17] 2.64 5.10 ours (10 exp) 1 |60.42|64.66|2.69¢9| 5.98¢7
+early-exit 7=0.75| 1 |72.11| 2.18 5.10 + early-exit (1 =0.75)|| 1 |60.42[64.58|2.44¢9| 5.98¢7
[ DeepMoE[47] [[ 17 [7095] 1.81 | 7.02 || RMN(moSE)[51] | 5 |61.78]64.30]2.22e9| 9.02¢7

Table 4: Comparison to recent dynamic routing literature. On the left, we compare our
4-experts ImageNet model with Wide-DeepMoE-18 from [47]. On the right, we compare
our tr18-trl0 10 experts model with the tiny-ResNet18-based model of [51], excluding
additional Squeeze&Excite layers. For [51], we also report the corresponding base model
accuracy as we could not reproduce their baseline training results to use in our experiments.

4.3 Ablation experiments

In the supplemental material, we report further ablation experiments on (i) different early-
exiting procedures an (ii) an alternative joint training based on Expectation-Maximization.

Per-sample vs per-class clustering

initialization. Hierarchical classifiers top-1 acc w/o ensembling | w/ ensembling
are single-gated models whose routing per-sample (ours)| 63.11+0.11 | 65.72 +0.10
is learned on a strict per-class basis. In per-class 62480.13 | 63.85+0.08

the literature, the class taxonomy is ei- |per-class + oracle] 68.8+0.10 | 67.99 +0.04

ther based on external knowledge [4, 13, Taple 5: Comparison to hierarchical classifica-
30, 35], clustering pretrained embed- jon. We introduce a per-class variant of our
dings [34, 50], or jointly learned along-  model following [34, 50], and an oracle variant in
side the features [2]. We implement a  which the gate follows the true class-to-expert dis-
per-class variant of our model, follow-  tribution. Results are reported on tiny-ImageNet

ing the clustering process of [34, 50]. with 10 experts, in the £ r18-tr18 configuration.
In Table 5, we show that per-sample routing always outperforms its per-class counterpart.

Furthermore, we observe a significant accuracy gain if we re-evaluate the per-class model
using the samples’ ground-truth classes as an oracle for predicting the correct expert. This
indicates that learning the per-class routing is the main bottleneck. In fact, a sample (x,y)
incorrectly mapped to an expert that has never seen class y is very detrimental to accuracy,
even if this is partially compensated by the effect of ensembling, In contrast, per-sample
routing allows several experts to gain knowledge about the same class and introduces a more
flexible notion of diversity among experts.
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Analysing the Ensemblers’ performance | base - expert [[tr10-tr10[tr10-tr18]tr18-tr18)]
In Table 6, we compare results for different ’ base model H 56.29 ‘ 56.29 ‘ 60.42 ‘

ensembling scheme with equivalent com- no ensembling|| 57.80 | 59.53 | 63.82
putation costs: Even without ensembling, top-2 experts || 58.69 | 60.55 | 64.19
MoE outperforms the base model. Nev- stacking 60.84 | 64.63 | 6629
ertheless, all ensembling methods perform bagging 6054 | 6477 | 66.32

strictly better than trusting the selected ex-
pert only. Second, we observe that stack-
ing and bagging always outperform ensem-
bling the top-2 experts, which shows the benefit of ensembling with the base model rather
than another specialized expert. We use bagging in our experiments as it is simpler, non-
parametric, and does not require training.

Qualitative Analysis of The Experts’ Special- I r

ization Pattern. Finally, we qualitatively an- DE !u“
alyze the experts’ behavior: For each sample, mﬁm "\.
we record which expert reaches minimal cross-

Table 6: Impact of the ensembler design on
accuracy (tiny-ImageNet, 20 experts)

entropy loss on that given sample. We then dis- (a) The class king-penguin (left)
play the resulting class distribution across ex- co-occurs with other animals (right) for
perts of the whole training set (see Appendix full-view images. ..

3): The experts do end up specializing to spe-

NERE KBS
cific subsets of the data, although, in contrast L_to .\
to hierarchical classification, many classes are NH‘ '.-

still clearly split across several experts. Further- () byt is often grouped with e.g., be1l
more, most of these specialization patterns are  pepper when the image is a close-up view
consistent across the number of experts. Finally, of its orange beak.

while some experts clearly account for more Fjgure 3: Per-sample routing uncovers
classes than others, no expert is ever fully in-  meaningful intra-class modes.

active. Looking more closely at the routed sam-

ples, we also see that the router uncovers natural intra-class variations, as illustrated for the
class king penguin in Figure 3: The class king penguin is split across (i) close-up
images where the orange beak is very visible, and end up being mapped to the same expert
as oranges, bellpepper etc, which it is often confused with, and (ii) far away images which
are instead grouped with other animal classes.

5 Conclusions

In this work, we revisit the single-gate Mixture of Experts (MoE) for convolutional ar-
chitectures. Specifically, we augment MoE with a novel ensembling scheme and a sim-
ple asynchronous and stable training pipeline leveraging a clustering-based initialization.
Our model consistently reaches higher accuracy than hierarchical classifiers and a 1-expert
ensembling baseline, revealing the benefits of training specialized experts with per-sample
routing. Moreover, maintaining the base model as an independent branch allows us to further
save computations at inference time using a simple threshold-based conditional rule.

Finally, our model is competitive with recent multi-layer MoE dynamic routing works,
despite a smaller number of routers and experts, and provides a more lightweight and stable
training pipeline. In the future, we plan to further improve our model’s training efficiency by
investigating different sampling strategies based on the gate outputs.
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