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Following the design principles of SwinT [4] T.pie 1: Calculated settings and the
and PyramidT [5], we utilize the small number of design principles follow the same

output channels in shallow stages and focus the ma- . jjes of PVT [5]. e denotes MLP ra-
jor computational resource in the middle stages. To tio, whereas, r represents resolution,
provide instances of FPVT, we present only one ,,4 . denotes the number of heads.
model of our method which is presented in Table. 1.

The number of parameters of FPVT is smaller than

ResNet-18 [2], IR-18 [1], IR-SE-18 [3].

2 Inference Speed

We evaluate the inference speed of our proposed FPVT architecture, in order to present its
feasibility under limited computational resources on real-time applications. We compare the
FPVT speed with general ViT models on LFW dataset.The proposed FPVT provides a better
recognition accuracy with the inference speed of general ViTs is 0.37s per image whereas
our FPVT achieves 0.32s.
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