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\section*{Abstract}

Medical image classification plays a vital role in AI-aided medical diagnosis and is often addressed as a Multiple Instance Learning (MIL) issue (i.e., each sample is a bag of instances). For medical images, the disease area or the discriminative area is usually smaller than the whole tissue. In other words, most of the instances in a bag are irrelevant and could interfere with the bag label inference. To address this issue, we add an instance representative selection process before MIL and propose a novel MIL approach named Dual Space Multiple Instance Representative Learning (DSMIRL). DSMIRL consists of two core steps, Adaptive Instance Representative Selection (AIRS) and Multiple Instance Representative Learning (MIRL). In AIRS, the instances in the same bag are grouped into different sub-bags via clustering, and only one sub-bag is selected as the final collection of instance representatives by ranking the maximum instance predictions of sub-bags, thus adaptively filtering out the irrelevant instances. In MIRL, we perform aggregations on the selected instance representatives in label and feature spaces to further exploit the complementary information of the two spaces. Finally, these two steps are iteratively conducted in each iteration to optimize all modules of DSMIRL progressively. Extensive experiments on five standard MIL benchmarks and two medical image datasets demonstrate the promising performance of DSMIRL over the state-of-the-art MIL approaches.

\section{Introduction}

Medical image classification as a fundamental task of medical image analysis plays an important role in AI-aided medical diagnosis. Medical image classification has achieved remarkable progress with the help of deep neural networks \cite{15,30,43}. However, such a significant...
advancement highly relies on large-scale medical data labeled in a fine-grained manner (i.e., pixel-wise labels or patch-wise labels). Labeling is labor-intensive, time-consuming process and often needs fruitful expert knowledge, which is unrealistic in many real-world scenarios. Medical image classification based on Multiple Instance Learning (MIL) approaches is gaining popularity [3, 28, 31, 48], requiring only coarse-grained labels for model optimization. In MIL [27], each sample is a bag consisting of multiple instances.

In general, existing MIL algorithms can be divided into two categories, namely, instance-level methods [4, 16, 41] and embedding-level methods [7, 12, 13, 24, 40], based on different aggregating spaces. Instance-level methods conduct aggregations in the label space with the max-pooling or mean-pooling operation. Embedding-level methods conduct aggregations in the feature space and leverage the aggregated feature to infer the bag label. Among them, attention-based methods [7, 13, 40] are typical embedding-level methods.

In the medical image, the diseased instances tend to be a small fraction of all instances (i.e., typically less than 20% [20]), leading to a strong imbalance between positive (disease) and negative (normal) instances. Superabundant negative samples may weaken the identification of the positive instances with the conventional aggregating functions, such as max-pooling and mean-pooling. Although attention-based MIL approaches can alleviate this issue via modeling the relations between instances [19, 20, 33]. However, these methods still consider irrelevant instances in MIL model optimization and thus cannot thoroughly eliminate the effect of these irrelevant instances [21].

In this paper, we provide an intuitive method for addressing the issue mentioned above. Our idea is to add an instance representative selection process before MIL. This process is used to filter out irrelevant instances while selecting relevant instances as a sub-bag to predict bag-level labels. Aggregation is only performed in the selected instances to eliminate the effects of the irrelevant instances during MIL as many as possible. To implement this idea, we elaborate a novel MIL approach named Dual Space Multiple Instance Representative Learning (DSMIRL), which consists of two core steps, namely Adaptive Instance Representative Selection (AIRS) and Multiple Instance Representative Learning (MIRL). In AIRS, the instances in the same bag are divided into different sub-bags by measuring the similarities of their features extracted by the pre-trained model. One sub-bag is selected as the final collection of instance representatives by ranking the maximum instance predictions of sub-bags. In MIRL, we perform aggregations on the selected instance representatives in label and feature spaces simultaneously for accomplishing MIL. Five standard MIL benchmarks and two medical image datasets are employed to evaluate our method. Extensive results validate the effectiveness of our method. Our contributions are summarized as follows,

- We introduce a novel idea for MIL, which adds an additional instance selection step to eliminate the effects of the irrelevant instances in model optimization before performing MIL. Based on this idea, we propose a novel MIL approach named DSMIRL. Extensive experimental results on several MIL and medical image datasets demonstrate its superiority over baselines.

- We elaborate a simple but effective clustering-based instance representative selection method, which adaptively selects the most relevant instance as the instance representation based on the features and predictions in each iteration.

- We conduct an attention-based aggregation in the feature space and mean-pooling in the label space as a dual space aggregation strategy to fully exploit the complementary information of the feature and label spaces.
2 Related Work

Multiple instance learning (MIL) [9] is a weakly supervised learning framework that requires only coarse-grained label instead of elaborated fine-grained annotation. MIL is widely used in multiple machine learning tasks, such as semantic segmentation [36, 44], object detection [17, 34, 37], scene classification [18, 38], and text categorization [47, 49]. Likewise, MIL-based medical image classification is gradually becoming a trend [5, 26, 32, 35, 41, 42].

In general, MIL algorithms can be divided into two groups, namely, instance-level algorithms [1, 4, 6, 16, 22, 46] and embedding-level algorithms [7, 13, 19, 20, 33, 40, 45]. For the former, bag-level prediction is usually obtained through max-pooling or mean-pooling in the label space. By contrast, the latter aggregates instance features into a bag-level representation and then learns a bag-level classifier for bag-level prediction based on the bag-level representation. Although instance-level algorithms tend to learn less discriminative sample information, they also take a higher overfitting risk and are prone to interference from negative instances. Instance-level algorithms are empirically proven to be inferior to embedding-level counterparts in performance [33].

Most of the embedding-level algorithms are attention-based, and they differ in the manner they generate attention scores. For instance, Ilse et al. propose an attention-based aggregation operator, which gives each instance additional contribution information through trainable attention weight network [19]. Li et al. introduce non-local attention to model the instance-to-instance and instance-to-bag relations. The weight of each instance is obtained by calculating its similarity to the key instance [20]. Shao et al. adopt a self-attention mechanism in Transformer to focus on the pairwise correlation between each instance within a bag [33]. These methods of aggregating in feature space tend to retain more intrinsic information about the samples for label inference. However, since there are only a small number of diseased regions in the medical image, a large amount of information is redundant and even interferes with sample identification.

In contrast to the approaches mentioned above, we propose to add an instance representative selection process to filter out irrelevant instances before MIL aggregation. Therefore, we devise a simple but effective AIRS module to adaptively select instance representatives and design a MIRL module to exploit complementary information in feature and label spaces.

3 Methodology

3.1 Preliminary and Overview

Multiple Instance Learning (MIL) is a typical weakly supervised learning technique that has been widely used in medical image classification. In this paper, we formulate the medical image classification task as a MIL problem. The medical images or image patches from the same patient are considered a bag \( B \). Thereby the dataset can be denoted as \( D = \{(B_1, Y_1), (B_2, Y_2), \cdots, (B_N, Y_N)\} \), where \( Y \) is the bag-level label and \( N \) is the number of bags. Each bag consists of a sequence of instances (e.g., images or image patches). A bag can be represented as \( B = \{x_1, x_2, \cdots, x_n\} \), where \( Y = \{y_1, y_2, \cdots, y_n\} \) is the corresponding instance-level labels and \( n \) is the number of instances in a bag. In general, the number of instances is variable in different bags. In MIL, the bag-level label \( Y \) is available while the instance-level label \( y \) is unknown. Our task is to infer the bag label via aggregating instance information. In this paper, we propose Dual Space Multiple Instance Representative Learning (DSMIRL) to solve this task, which consists of three modules, namely Feature Learning...
Figure 1: The framework of Dual Space Multiple Instance Representative Learning (DSMIRL), which consists of Feature Learning (FL), Adaptive Instance Representative Selection (AIRS), and Multiple Instance Representative Learning (MIRL). In this approach, AIRS is employed to filter out the irrelevant instances based on the instance features extracted by FL, and then MIRL conducts the instance aggregation in both feature and label spaces to exploit their complementary information for better accomplishing the MIL task.

### 3.2 Feature Learning

Similar to the previous work [33], we adopt ResNet50 [14] as the basic feature learning network on medical image datasets. We stack two fully connected layers to reduce the dimension of the instance feature to 512. The feature extraction procedure is denoted as $f_i = F_\phi(x_i)$, where $f_i$ is a 512-dimensional feature vector and $\phi$ is the parameters of the feature learning network. Therefore, the instances of each bag can be represented as $F_\phi(B) = \{f_1, f_2, \cdots, f_n\}$.

### 3.3 Adaptive Instance Representative Selection

The disease area is often smaller than the whole tissue in medical images. This finding implies that negative instances hold a much larger portion than positive instances. These superabundant negative instances can easily interfere with the follow-up instance aggregation in MIL. We elaborate an adaptive unsupervised instance selection step before performing the final MIL to avoid this issue. We first divide each bag into multiple clusters by clustering methods. Then, each cluster is considered a sub-bag and scored by the maximum value of instance scores obtained by instance label prediction network $\mathcal{J}_\theta(\cdot)$. Finally, the instance selection task degenerates into a sub-bag score ranking problem. The instances of the sub-bag with the highest score are selected as the instance representatives of the corresponding bag. Notably, such a process is conducted in each iteration. Our method is an end-to-end learning framework, and AIRS will progressively guide the optimization of feature learning and the MIRL module by adaptively reserving the relevant instances in each iteration.
Different instances of the same disease area are similar in cells and tissues, so we can utilize the similarity between instances to model instance relationships in a bag. Since the instances are unlabeled, we group the bag into clusters by clustering according to the instance relationships $M = \pi(\{f_i\}_{i=1}^n)$, where $\pi(\cdot)$ can be any clustering method. This will be empirically discussed in the experiment part (see Section 4.3.2). $M$ is an indicator matrix encoding the clustering results and the $i$-th column of $M$ indicates the incidence relation between instances and the $i$-th cluster, e.g.,

$$
M^K_i = \begin{bmatrix}
1 & 0 & 1 & 0 & \cdots & 0
\end{bmatrix},
$$

where $K$ is the number of clusters. In our method, each cluster is deemed as a sub-bag $b_k$, and the sub-bag can be retrieved based on the indicator matrix,

$$
b_k \leftarrow \Phi(B, M^K), \text{ s.t. } \bigcup_{k=1}^K b_k = B \text{ and } \bigcap_{k=1}^K b_k = \emptyset,
$$

where $b_k$ is the $k$-th sub-bag and $\Phi(\cdot, \cdot)$ is a sub-bag retrieval operation based on the bag and the indicator matrix.

The instances in the same sub-bag are highly similar. Therefore, each sub-bag represents different types of instances, and the instance selection process is translated as the sub-bag selection process. We expect to filter out the instances that possess a low response to the final bag label inference. To achieve this goal, we score each sub-bag by using the maximum of instance-label predictions in each sub-bag, which can be seen as the latent responses of instances (sub-bag) to the final task,

$$
p_k = \max(\{\hat{y}_i\}_{f_i \in b_k}) = \max(\{J_\theta(f_i)\}_{f_i \in b_k}),
$$

where $p_k$ is the score of the $k$-th sub-bag $b_k$. $J_\theta(\cdot)$ is the instance label prediction network, and $\theta$ is its associated learnable parameters. The sub-bag who owns the maximum score is picked up as the collection of instance representatives with respect to a bag $b_k \leftarrow \arg\max_{b_k \in B} p_k$.

Finally, only selected instance representatives will take part in the instance aggregation, effectively eliminating the interferences of the irrelevant instances in a bag.

### 3.4 Multiple Instance Representative Learning

In contrast to conventional MIL approaches, which apply aggregation on all instances in a bag, DSMIRL only performs aggregation on instances selected by AIRS, which is also referred to as instance representatives. In addition, most MIL approaches aggregate instances in a single space, mainly in feature space. However, the information of instances encoded in different spaces may be complementary because they reflect the same bag from different perspectives. In this section, we introduce a novel dual space instance aggregation strategy to fully exploit the information of feature and label spaces as well as incorporate the merits of the two different instance aggregations. In this strategy, we introduce an attention module to aggregate instance representatives in feature space for yielding bag-level feature while accomplishing instance aggregation in the label space through mean pooling.

**Aggregation in Feature Space:** After obtaining the instance representative embeddings, we employ attention-based MIL pooling to aggregate instance features. Similar to the work [19], the attention module consists of two fully connected layers, which can learn different weights for each instance adaptively. The features of instance representatives are weighted and summed to produce a final bag-level feature: $\hat{f} = \sum_{f_i \in b_k} a_i f_i$, where $a_i$ is the
learnable weight corresponding to the $i$-th instance representative,
\[
a_i = \frac{\exp\left\{u^T \tanh(v f_i^T)\right\}}{\sum_{f_j \in b_k} \exp\left\{u^T \tanh(v f_j^T)\right\}}, \quad \text{s.t.} \quad f_i, f_j \in b_k, \tag{3}
\]
where $u$ and $v$ are the parameters of two fully connected layers. We introduce a one-layer neural network as classifier to infer the bag label with this bag-level feature $\hat{y}^F = Q_\psi(\hat{f})$, where $Q_\psi(\cdot)$ is the classifier while $\psi$ is its parameters.

**Aggregation in Label Space:** With regard to the instance aggregation in label space, we directly conduct the mean-pooling on the label predictions of instance representatives for achieving another bag-level label prediction,
\[
\hat{y}^L = \frac{1}{|b_k|} \sum_{x_i \in b_k} \hat{y}_i. \tag{4}
\]
The label predictions of instance representatives can reflect whether the AIRS module works well. Instances in the same sub-bag should have similar label predictions (e.g., all are normal or disease). Hence, we add their average prediction results as additional supplementary information to guide the AIRS module.

### 3.5 Model optimization and inference

The Cross-Entropy function $\mathcal{H}(\cdot, \cdot)$ is leveraged to measure the discrepancy between label predictions and ground-truths, and the overall loss $\mathcal{L}$ is denoted as follows:
\[
\mathcal{L} = \frac{1}{2} \sum_D \left\{ \mathcal{H}(\gamma, \hat{y}^F) + \mathcal{H}(\gamma, \hat{y}^L) \right\}. \tag{5}
\]
The DSMIRL model can be solved as the following optimization problem with Back Propagation $\{\hat{\phi}, \hat{\theta}, \hat{u}, \hat{v}, \hat{\psi}\} \leftarrow \arg \min_{\phi, \theta, u, v, \psi} \mathcal{L}$. We add the instance label space information in the training stage to help the AIRS module complete instance representative selection. In the inference stage, we only adopt the instance feature space information to infer the bag label.

### 4 Experiments and Results

#### 4.1 Experimental Setup

We comprehensively evaluate DSMIRL on five MIL benchmarks (Elephant, Fox, Tiger, Musk1, and Musk2) and two medical image datasets (Camelyon16 and Pneumonia CT). The details about the datasets and implementation are described in the supplementary material.

#### 4.2 Performance comparison with exiting methods

Table 1 shows the accuracies of our method and the compared approaches on MIL benchmarks. We can observe that our method achieves state-of-the-art performance on all datasets. For instance, the accuracy gains of our model over the suboptimal traditional method miGraph on Musk1, Musk2, Fox, Tiger, and Elephant are 7.7%, 5.7%, 16.9%, 12.0%, and 6.6%, respectively. In addition, our method achieves 1.9%, 2.6%, 4.0%, 5.0%, and 0.6% performance gains on the five datasets, respectively, compared with the second-best deep learning-based algorithm DSMIL. These phenomena validate the effectiveness of our method.
The phenomena similar to the ones on MIL benchmarks can be observed in Table 2. Compared with recent state-of-the-art approaches, our method exhibits the best performance on two medical image datasets and achieves considerable advantages. On Camelyon16, our model achieves 2.0%, 0.8%, and 2.7% performance gains over runner-up in accuracy, AUC, and F1-score, respectively. Moreover, DSMIRL achieves improved results than directly performing attention operations. For example, DSMIRL outperforms AttMIL by 2.7%, 1.6%, and 2.7% in terms of accuracy, AUC, and F1-score, respectively. DSMIRL still performs best on Pneumonia CT. DSMIL [20] is the second best-performed approach. The performance gains of DSMIRL over it are 1.9%, 1.1%, and 2.3% in accuracy, AUC, and F1-score, respectively. These results clearly validate that our proposed AIRS and MIRL modules effectively suppress the interference of negative instances and make full use of dual space information to further improve the performance of model.

Table 1: The accuracy of different MIL approaches on MIL benchmarks (mean±std) with the previous method results taken from [19, 20]. Experiments use the same training setting as [19]. The highest accuracy is in bold, and the second-best accuracy is underlined.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Musk1</th>
<th>Musk2</th>
<th>Fox</th>
<th>Tiger</th>
<th>Elephant</th>
</tr>
</thead>
<tbody>
<tr>
<td>mi-SVM [1]</td>
<td>.874±N/A</td>
<td>.836±N/A</td>
<td>.582±N/A</td>
<td>.784±N/A</td>
<td>.822±N/A</td>
</tr>
<tr>
<td>mi-Graph [19]</td>
<td>.889±.03</td>
<td>.903±.04</td>
<td>.620±.04</td>
<td>.860±.04</td>
<td>.869±.04</td>
</tr>
<tr>
<td>MI-Kernel [11]</td>
<td>.880±.03</td>
<td>.893±.02</td>
<td>.603±.03</td>
<td>.842±.01</td>
<td>.843±.02</td>
</tr>
<tr>
<td>mi-Net [24]</td>
<td>.889±.04</td>
<td>.858±.05</td>
<td>.613±.04</td>
<td>.824±.03</td>
<td>.858±.04</td>
</tr>
<tr>
<td>AttMIL [19]</td>
<td>.892±.04</td>
<td>.858±.05</td>
<td>.615±.04</td>
<td>.839±.02</td>
<td>.868±.02</td>
</tr>
<tr>
<td>DSMIL [20]</td>
<td>.932±.02</td>
<td>.930±.02</td>
<td>.729±.02</td>
<td>.869±.01</td>
<td>.925±.01</td>
</tr>
<tr>
<td>DSMIRL(ours)</td>
<td>.966±.05</td>
<td>.960±.04</td>
<td>.785±.07</td>
<td>.921±.07</td>
<td>.935±.05</td>
</tr>
</tbody>
</table>

Table 2: The performance of different MIL approaches on Camelyon16 and Pneumonia CT. The highest performance is in bold, and the second-best performance is underlined.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Camelyon16</th>
<th></th>
<th>Pneumonia CT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>AUC</td>
<td>F1-score</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Max-pooling</td>
<td>.864±.02</td>
<td>.920±.03</td>
<td>.821±.03</td>
<td>.835±.05</td>
</tr>
<tr>
<td>Mean-pooling</td>
<td>.859±.03</td>
<td>.917±.03</td>
<td>.836±.03</td>
<td>.849±.01</td>
</tr>
<tr>
<td>AttMIL [13]</td>
<td>.862±.02</td>
<td>.937±.01</td>
<td>.839±.01</td>
<td>.897±.02</td>
</tr>
<tr>
<td>DSMIL [20]</td>
<td>.862±.02</td>
<td>.930±.01</td>
<td>.839±.02</td>
<td>.911±.01</td>
</tr>
<tr>
<td>CLAM-SB [24]</td>
<td>.869±.03</td>
<td>.936±.02</td>
<td>.819±.04</td>
<td>.903±.01</td>
</tr>
<tr>
<td>CLAM-MB [24]</td>
<td>.852±.04</td>
<td>.934±.01</td>
<td>.807±.06</td>
<td>.885±.02</td>
</tr>
<tr>
<td>TransMIL [24]</td>
<td>.857±.03</td>
<td>.945±.02</td>
<td>.800±.06</td>
<td>.866±.05</td>
</tr>
<tr>
<td>DSMIRL(ours)</td>
<td>.889±.01</td>
<td>.953±.01</td>
<td>.866±.02</td>
<td>.930±.01</td>
</tr>
</tbody>
</table>

4.3 Ablation Study

4.3.1 Effects of different modules

In this part, we conduct the ablation study on medical image datasets to quantify the effects of different modules in our method on MIL performance. Table 3 reports the performances...
of our model when we add or remove the modules. The baseline of DSMIRL is the simple MIL approach, which aggregates instances in the label space with mean-pooling. On the Camelyon16, if we introduce the instance selection module (i.e., AIRS) in the baseline, the baseline is boosted by 2.1%, 2.9%, and 1.3% in accuracy, AUC, and F1-score, respectively. Moreover, if adding the dual-space instance aggregation strategy (i.e., MIRL), this model can be further improved by 0.9%, 0.7%, and 1.7% in the same evaluation metrics. On the Pneumonia CT, we observed a similar phenomenon. When adding the AIRS module, the model can obtain 5.1%, 4.9%, and 5.1% performance gains in accuracy, AUC, and F1-score, respectively. When further adding the MIRL module, the model can achieve performance improvements on all evaluation metrics. These results clearly verify that conducting the proper instance selection before instance aggregation can significantly benefit MIL, and performing the instance aggregations in feature and label spaces is able to further boost MIL.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Module</th>
<th>Baseline</th>
<th>AIRS</th>
<th>MIRL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camelyon16</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Pneumonia CT</td>
<td></td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3: Module analysis of DSMIRL on medical image datasets (including Camelyon16 and Pneumonia CT). DSMIRL=baseline+AIRS+MIRL.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>AUC</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means [23]</td>
<td>0.894±02</td>
<td>0.947±01</td>
<td>0.865±02</td>
</tr>
<tr>
<td>Mean-shift [8]</td>
<td>0.879±02</td>
<td>0.948±01</td>
<td>0.862±02</td>
</tr>
<tr>
<td>DBSCAN [10]</td>
<td>0.882±02</td>
<td>0.949±01</td>
<td>0.857±02</td>
</tr>
<tr>
<td>Hierarchical Clustering [25]</td>
<td>0.889±01</td>
<td>0.950±01</td>
<td>0.869±02</td>
</tr>
<tr>
<td>Spectral Clustering [29]</td>
<td>0.889±01</td>
<td><strong>0.953±01</strong></td>
<td>0.866±02</td>
</tr>
</tbody>
</table>

Table 4: Results on Camelyon16. The best ones are in bold, and the second-best ones are underlined.

4.3.2 Discussion of different clustering strategies

In the AIRS module, we propose to stratify instances using a clustering method. We discuss the performances of DSMIRL when we adopt different clustering approaches in AIRS. Here, we adopt five clustering approaches, namely K-means [23], Mean-shift [8], DBSCAN [10], Hierarchical Clustering [25], and Spectral Clustering [29]. Tables 4 report the results of DSMIRL on Camelyon16 using different clustering methods in the AIRS module. Comprehensive speaking, Spectral Clustering performs the best among all five clustering methods. Hence, we choose Spectral Clustering as the clustering method of our AIRS module.
4.3.3 Effects of the number of clusters

The number of clusters $K$ is an important parameter for controlling the scale of instance representatives. A larger $K$ implies a small size of sub-bag and also a small scale of preserved instance representatives. If $K = 1$, it means that all instances are deemed as instance representatives. If $K = n$, then MIRL degenerates as a special max-pooling-based MIL approach, where $n$ is the number of instances in a bag. We discuss the relationship between the value of $K$ and DSMIRL performance. As shown in Figure 2, the performance of the model does not increase as $K$ increases. The Camelyon16 shows a trend of first rising and then falling. When $K = 4$, AUC reaches its peak. Pneumonia CT reports the opposite direction, with the AUC maintaining optimal performance when $K = 2$. Considering the performance of the DSMIRL under the five metrics, we empirically set $K = 4$ and 2 on Camelyon16 and Pneumonia CT, respectively. We only discuss three cases of $K = 2, 3, \text{ and } 4$ on MIL benchmarks. Combined with the performance of five small-scale datasets, we empirically set $K = 2$ on MIL benchmarks. For details, see the supplementary material.

4.4 Representative Instance Visualization

Considering that the Pneumonia CT does not provide detailed annotation information, we only conduct visualization experiments on the Camelyon16. Figure 3(c) shows the results of our selection, where the patches covered in light blue are the selected instance representatives, and the dark blue line in Figure 3(b) marks the disease area annotated by the domain experts. From Figure 3(c), we can see that our proposed model always enables highlighting the diseased patches as instance representatives, and thereby boosts the performance.

5 Conclusions

We present a novel MIL approach named DSMIRL for medical image classification. DSMIRL introduces an instance representative selection process before MIL for filtering out irrelevant instances, which may interfere with instance aggregation. It employs clustering on instance features to select a cluster with a maximum prediction as instance representatives for a bag. Then, the instance representatives are aggregated in the feature space and label space to accomplish the final MIL task. The dual-space instance aggregation strategy can further improve model performance by exploiting the complementary information of feature space and label space. Experimental results on five MIL benchmarks and two medical image datasets demonstrate the superiority of our method over the recent state-of-the-art approaches, and
the ablation study validates our claimed contributions one by one. In the future, we plan to integrate clustering and representative selection operations into a network, making the cohesion of modules more natural and the network architecture more compact.
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