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1 Experimental Setup

1.1 Datasets

We comprehensively evaluate DSMIRL on five well-known classical MIL benchmarks (Elephant, Fox, Tiger, Musk1, and Musk2,) and two medical image datasets (Camelyon16 and Pneumonia CT).

**MIL benchmarks:** The MIL benchmarks are small-scale datasets, and every sample only contains pre-extracted features. Musk1 and Musk2 are datasets used to predict drug activity [4]. Elephant, Fox, and Tiger are animal image datasets. For each category, positive bags contain at least one of the animals of interest, and negative bags contain other animals [1]. Following the conventions [7], we adopt 10-fold cross-validation to evaluate the models.

**Camelyon16:** Camelyon16 is a public dataset proposed for metastasis detection in breast cancer [2], which includes 399 images. The dataset provides pixel-level annotations of tumor regions, but we ignore pixel-level annotations during model training and only consider slide-level annotations (i.e., a slide is deemed positive if it contains any tumor region). Each Whole Slide Image (WSI) is cropped into a series of $256 \times 256$ non-overlapping patches while discarding the background region (saturation < 15). After pre-processing, about 3.5 million patches at $20 \times$ magnification, with an average of 8,800 patches per bag. Following the previous work [11], the feature of each patch is embedded in a 1024-dimensional vector by a ResNet50 [6] model pre-trained on ImageNet. The Camelyon16 provides an official data split, and its testing sample ratio is $13/40 \approx 1/3$. To reduce the effects of the data split on the model evaluation, we use three-fold cross-validation to ensure that each sample participates in training and testing. Each fold approximately has 133 samples.

**Pneumonia CT:** We collect a Pneumonia CT dataset from hospital, including 897 patients (450 with pneumonia and 447 without pneumonia). The Ethics Committee of hospital approves this study. Pneumonia CT differs from Camelyon16, where each patient only has a gigapixel WSI, whereas the Pneumonia CT has a series of conventional pixel slices per patient. In addition, this dataset has not provided slice-level annotations and only has patient-level annotations. Unlike the Camelyon16 dataset, this dataset has not provided slice-level annotations and only has patient-level annotations. During the training, we adopt three-fold cross-validation similarly. Each fold contains about 300 patients, with an average of about 150 images per patient, each scaled to $256 \times 256$. 
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1.2 Implementation Details

1.2.1 Feature Extractor

Following the previous work [11], we adopt a two-stage learning strategy on Camelyon16. The feature extraction and MIL aggregation are individually optimized. We employ ResNet50 to obtain 1024-dimensional instance feature vectors in the feature extraction stage. As for Pneumonia CT, we adopt the popular end-to-end training strategy due to the lack of convention to follow in the learning strategy. We also use ResNet50 as the backbone for feature extraction and stack two fully connected layers to reduce the dimension of features to 512. Each fully connected layer is followed by a ReLU activation layer and a Dropout layer. The MIL benchmarks directly gives the extracted features, requiring no feature extraction.

1.2.2 Experiments Setup

In the model optimization, we employ the Adam optimizer. On MIL benchmarks and Camelyon16, the learning rate is $2 \times 10^{-4}$ and weight-decay is $10^{-5}$, while the learning rate is $2 \times 10^{-5}$ and weight-decay is $5 \times 10^{-3}$ on Pneumonia CT. The learning rate is decayed by a factor of 0.1 when the training loss does not decrease in 10 epochs. In AIRS, the number of clusters $K$ is 4, 2, and 2 on Camelyon16, Pneumonia CT, and MIL benchmarks, respectively. All experiments are conducted on an RTX 3090 using PyTorch.

2 The Algorithm of DSMIRL

Algorithm 1 shows an iterative process of DSMIRL.

**Algorithm 1: The DSMIRL processing flow**

**Input:** bag set $B$, parameters $\phi, \theta, u, v, \psi$, the number of bags $N$

**Output:** $\hat{\phi}, \hat{\theta}, \hat{u}, \hat{v}, \hat{\psi}$

1 for $n=1,2,\cdots,N$ do
2 /* obtain instance features and predictions*/
3 obtain instance features $f \leftarrow F_{\phi}(B_n)$
4 obtain instance predictions $\hat{y} \leftarrow J_{\theta}(f)$
5 /* instance representative selection*/
6 group bag $B_n$ into $K$ sub-bags $b$;
7 calculate sub-bag score $p_k \leftarrow \max\{\hat{y}_i\}_{f_i \in b_k}$
8 select optimal sub-bag $b_k^* \leftarrow \arg\max_{b_k \in B_n} p$
9 /* dual-space aggregation*/
10 /*feature space*/
11 aggregate instance feature
12 $\hat{f} \leftarrow \text{attention}_{u,v}(\{f_i\}_{f_i \in b_k^*})$
13 produce bag label $\hat{Y}_F \leftarrow Q_{\psi}(\hat{f})$
14 /*label space*/
15 produce bag label $\hat{Y}_L \leftarrow \text{mean}\{\hat{y}_i\}_{f_i \in b_k^*}$
16 calculate the cross entropy loss $\mathcal{L}$
17 update parameters $\hat{\phi}, \hat{\theta}, \hat{u}, \hat{v}, \hat{\psi} \leftarrow \arg\min_{\phi, \theta, u, v, \psi} \mathcal{L}$
18 end
3 Ablation Study

3.1 Discussion of different clustering strategies

In the main body, we discuss the performance of different clustering methods on the Camelyon16 dataset. Here we supplement the performance of different clustering methods on Pneumonia CT datasets. As shown in Table 1, Spectral Clustering also performs best on this dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>AUC</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means [8]</td>
<td>.909±.02</td>
<td>.953±.02</td>
<td>.908±.02</td>
</tr>
<tr>
<td>Mean-shift [3]</td>
<td>.898±.04</td>
<td>.958±.03</td>
<td>.895±.04</td>
</tr>
<tr>
<td>DBSCAN [5]</td>
<td>.864±.04</td>
<td>.914±.04</td>
<td>.866±.05</td>
</tr>
<tr>
<td>Hierarchical Clustering [9]</td>
<td>.846±.05</td>
<td>.915±.05</td>
<td>.846±.05</td>
</tr>
<tr>
<td>Spectral Clustering [10]</td>
<td><strong>.930±.01</strong></td>
<td><strong>.967±.01</strong></td>
<td><strong>.930±.01</strong></td>
</tr>
</tbody>
</table>

Table 1: Results on Pneumonia CT. The best ones are in bold, and the second-best ones are underlined.

3.2 Effects of the number of clusters

Table 2 shows the details of the MIL benchmarks, where most of the bags contain only five instances. For example, the Musk1 dataset has 73 bags with less than six instances. If we discuss $K = 6$ on this dataset, only 19 bags can be preserved for training. Therefore, we only discuss three cases of $K = 2, 3, \text{ and } 4$ on MIL benchmarks. As shown in the figure 1, we report the variation trend of $K$ in other two indicators (accuracy and F1-score) on two medical image datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>#Bag</th>
<th>&lt;6</th>
<th>&lt;5</th>
<th>&lt;4</th>
<th>&lt;3</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Musk1</td>
<td>73</td>
<td>67</td>
<td>36</td>
<td>32</td>
<td>92</td>
<td></td>
</tr>
<tr>
<td>Musk2</td>
<td>28</td>
<td>27</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Tiger</td>
<td>87</td>
<td>48</td>
<td>27</td>
<td>8</td>
<td>199</td>
<td></td>
</tr>
<tr>
<td>Fox</td>
<td>69</td>
<td>32</td>
<td>20</td>
<td>3</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Elephant</td>
<td>61</td>
<td>31</td>
<td>14</td>
<td>6</td>
<td>200</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Detailed characteristics of the MIL benchmarks. # < $n$ indicates the number of bags with less than $n$ instances.
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Figure 1: The effect of $K$ in accuracy and F1-score on two medical image datasets.


