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Abstract

Most deep learning methods for video frame interpolation consist of three main com-
ponents: feature extraction, motion estimation, and image synthesis. Existing approaches
are mainly distinguishable in terms of how these modules are designed. However, when
interpolating high-resolution images, e.g. at 4K, the design choices for achieving high
accuracy within reasonable memory requirements are limited. The feature extraction
layers help to compress the input and extract relevant information for the latter stages, such
as motion estimation. However, these layers are often costly in parameters, computation
time, and memory. We show how ideas from dimensionality reduction combined with a
lightweight optimization can be used to compress the input representation while keeping
the extracted information suitable for frame interpolation. Further, we require neither a
pretrained flow network nor a synthesis network, additionally reducing the number of
trainable parameters and required memory. When evaluating on three 4K benchmarks, we
achieve state-of-the-art image quality among the methods without pretrained flow while
having the lowest network complexity and memory requirements overall.

1 Introduction
Video frame interpolation (VFI) is one of the classic problems in video processing. Generating
intermediate frames in a video sequence can be used for various applications, e.g., video
compression [6, 41], video editing [18], animation [3, 14], and event cameras [36, 37].

Deep learning-based approaches for VFI [11, 15, 25, 28] commonly consist of three
modules: feature extraction, motion estimation, and image synthesis, which can be realized
and combined in various forms. The higher the input image resolution is, however, the more
important an efficient feature representation becomes to allow the subsequent modules to
handle the large input space within reasonable memory constraints. Convolutional neural
networks (CNNs) can reduce the spatial dimensions with an encoder network. This still
requires initially applying the convolutional filters at the full image resolution, however. We
suggest instead to first compress the images with a block-wise transformation inspired by
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linear dimensionality reduction methods such as principal component analysis (PCA) [7].
PCA is known to efficiently represent image data, but is not directly suitable as a representation
for neural networks as it projects each input image to a different low-dimensional space. We
propose a method that finetunes an initial block-based PCA basis end-to-end for video frame
interpolation. This has two advantages: First, it results in one general projection space for all
images and resolutions. Second, it allows us to optimize the representation for the targeted
task of video frame interpolation.

Our main contribution is a deep learning architecture for video frame interpolation that
first applies linear dimensionality reduction to efficiently compress and represent images.
Our approach is carefully designed to learn from the projected data as well as avoids a
memory and computation intensive synthesis network in favor of a learned weighting of the
(warped) input images. As a result, the overall complexity of the network architecture can
be significantly reduced, which makes it particularly suitable for high-resolution videos and
limited hardware resources. To evaluate the generalization of our approach to various video
scenes, we introduce a novel 4K test set, with an order of magnitude more video scenes than
existing ones. We achieve highly competitive results and even outperform existing methods
for larger motions across various benchmarks with only a fraction of the network complexity.

2 Related Work
Feature extraction. Most deep learning-based VFI methods encode the input with CNNs
due to their general suitability for feature representation [13, 29]. However, for compressing
images and videos, algorithms used in standard codecs [33, 38, 40] still rely on mathematical
transformations like the discrete cosine transform (DCT). The advantage of well defined
mathematical transformations like DCT, PCA, and DFT (discrete Fourier transformation)
is that they are comparably cheap to compute while also entailing a good compression
ratio. Some exemplary work showed their use in neural networks in different scenarios, e.g.,
DFT [19, 27] and PCA [2]. The advantage of CNNs is their task-specific adaptability, while
PCA dimensionality reduction only adapts to the input data, not the task. Here, we show how
we can still use the benefits of dimensionality reduction in a neural network architecture.

Video frame interpolation. Generating intermediate frames between two frames requires
some understanding of the temporal relationship between the input frames. We can generally
categorize VFI methods in terms of whether they estimate the motion explicitly, e.g. optical
flow, or implicitly. VFI methods representing the motion implicitly either directly estimate the
intermediate frame [16], use phase-based [17, 19] or a kernel-based [4, 22, 23] representation,
or apply PixelShuffle [5]. However, most of them are limited to generating a single intermedi-
ate frame. Kernel-based methods are further limited, due to the kernel size, in the amount of
pixel displacement they can handle. This makes them unsuitable for high-resolution imagery.

Traditionally, explicit methods for VFI combine optical flow estimation [1, 31] and
correspondence-based image warping [1]. As a result, they heavily depend on the quality
of the optical flow. Thus, deep learning-based methods using flow estimation often not only
estimate the bi-directional flow between the input images but further refine the intermediate
flow vectors [11, 28] or the output with a synthesis network [20] to address inaccuracies. Two
recent advances have enabled the current state-of-the-art in frame interpolation: On the one
hand, pretrained flow estimation modules [32, 35, 42] became more powerful and can be used
as a starting point; on the other hand, using forward warping instead of backward warping
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allows to directly compute the intermediate flow vectors without approximating them [9, 21].
However, their performance heavily depends on the pretrained flow network used as well
as on the image resolution of the input [9]. M2M-PWC [9], for example, requires bilinear
downscaling of 4K images for optimal performance. Furthermore, such models have many
trainable parameters and require a lot of memory.

Applying VFI techniques successfully and efficiently to high-resolution data remains a
challenging task. Most successful high-resolution models have in common that they do not
compute the flow via an expensive cost volume [e.g., 10] and use a multi-scale approach,
incorporating some kind of weight sharing between the different scales of the input images
[e.g., 25, 26, 28]. We take these ideas a step further and combine the shared multi-resolution
approach with a preceding image compression based on linear dimensionality reduction.

3 Dimensionality Reduction for Feature Extraction
As our approach to obtaining a compact image representation is inspired by principal compo-
nent analysis (PCA) [7], let us first recap its basics. PCA describes the process of computing
principal components from the data. The principal components represent an orthonormal
basis of the zero-centered data. PCA can be used to perform a change of basis of the data,
where the first basis vector maximizes the variance of the projected data, the second accounts
for the largest remaining variability, and so on. Because of this characteristic, the PCA basis
is commonly used for dimensionality reduction by projecting each data point onto only the
first few principal components. As a result, the lower-dimensional, projected data preserves
as much of the data’s variation as possible with a linear transformation.

Instead of extracting a compact feature representation with a neural network directly
from the high-resolution input image, we here argue that dimensionality reduction can be
used to first compress the image data. This reduces the memory footprint of the input data
significantly without resorting to downscaling. There are two main advantages of combining
explicit dimensionality reduction with neural networks: (i) Using a compressed representation
of the input reduces the memory requirements of the subsequent neural network modules.
(ii) Due to the compressed representation also the model capacity of the subsequent neural
network modules can be reduced, decreasing the number of trainable parameters.

Block-based PCA. Similar to [34], we use block-based PCA to compress a single image.
We split an image I ∈ RH×W×3 into d×d blocks, where each block, vectorized, represents a
data point xi ∈ Rd2

, which are concatenated into a matrix as X = [x1, . . . ,xN ] ∈ Rd2×N . The
number of blocks N depends on the image resolution, i. e., N = 3HW/d2. After subtracting the
mean x̄ = 1/N ∑i xi from X , resulting in X̄ , we compute the covariance matrix C ∈Rd2×d2

of X̄
as C = 1/N−1 · X̄ X̄T . We perform an eigendecomposition of C and take the first k eigenvectors
ui as our projection axes, i. e., Uk = [u1, . . . ,uk] ∈ Rd2×k. We compute the projected data
as X̃ = UT

k X̄ , X̃ ∈ Rk×N . Reshaping X̃ back yields the compressed image representation
Ĩ ∈ RH/d×W/d×3k with a compression ratio of r = k/d2 w. r. t. the original image I.

Simply applying block-based PCA to each image is computationally not ideal as the
principal components have to be recomputed every time. Further, the projected data is not
directly suitable as input to a neural network. First, the data range can be very large and
second, representing each image in a different projected space makes it difficult for the
network to learn from it. We address these challenges explicitly in our framework design.
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For each  timestep

Occlusion 
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Figure 1: fLDR-Net architecture. Given two images, I0 and I1, we generate the intermediate
image Ît at time t by applying our finetuned dimensionality reduction followed by flow
estimation, image warping (forward and backward), and estimation of the weighting map M
for fusing the warped images, giving the final result. Our method is very lightweight in terms
of trainable parameters as the parameters are shared across scales; warping and fusion are
fixed, non-learnable computations. The synthesis of Îs

t for s > 0 is only used during training.

4 fLDR-Net for Video Frame Interpolation
Given two images, I0 and I1, the goal of video frame interpolation is to generate several
intermediate images It for t ∈ (0,1). The focus of our method is to propose a lightweight
framework in terms of memory and the number of trainable parameters that is especially
suitable for high-resolution images, in our case 4K, and limited hardware resources. We
achieve this by compressing the input images using ideas from dimensionality reduction and
projecting the data into a low-dimensional space. However, it is not trivial how to use this
different representation efficiently in a neural network. Following the recap of the basics of
principal component analysis PCA in Sec. 3, we now explain how to use a block-based linear
representation successfully in a neural network, as well as our overall framework design to
further reduce the computational overhead.

Overview. Fig. 1 shows our proposed framework. It consists of three trainable modules,
namely the finetuned linear dimensionality reduction (fLDR), flow estimation, and occlusion
estimation. The image synthesis part at each time step t is very lightweight in terms of
trainable network modules and memory. We do not perform any learned refinement of the
estimated flow vectors or image synthesis besides the occlusion estimation. In the following,
we describe each part in detail. To simplify the notation, we focus on scale level s = 0. If not
mentioned otherwise, the other scales are carried out in the same way except that the input
image is first bilinearly downscaled by a factor of 2 from the previous level.

Finetuned linear dimensionality reduction (fLDR). We apply dimensionality reduction
of the input images inspired by block-based PCA as described in Sec. 3. However, we cannot
apply this to each image I separately as this would lead to different, data-dependent low-
dimensional projection spaces, unfavorable for neural networks. Additionally, the projection
spaces should be consistent among the scales, in order to enable parameter sharing. This
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requires a single set of projection vectors suitable for all images at all scales. We achieve
this by using the k first block-based PCA projection vectors Uk of one random sample image
as initialization and treating the eigenvectors and the mean vector of the computed initial
PCA decomposition as trainable parameters, optimized end-to-end for the task of frame
interpolation. We call this procedure finetuned block-based linear dimensionality reduction,
short fLDR, yielding the compressed image Ĩ. Before further processing Ĩ, we divide each
projected data point by the mean of its absolute values along the principal direction dimensions
and normalize the whole matrix to values in the range of [−1,1] suitable for neural networks.

Flow estimation. Existing flow estimation modules often estimate flow only at a downsam-
pled input resolution, e.g. 1/4 ([28, 32]) or 1/8 ([35]), for computational reasons. Because the
input to the flow estimation is in our case already a compressed image representation obtained
from the fLDR module, we estimate the flow at the same resolution as the compressed input
representation, i. e., at 1/d resolution. We use the high-level idea of XVFI [28] of resharing the
parameters across scales for efficient multi-scale optical flow estimation without a pretrained
flow network. We also estimate the flow at different scales s = 0, . . . ,S with shared parameters,
except for the lowest level s = S. This allows to increase the number of scales at test time,
when the input image has a significantly larger resolution than at training time (e.g., 4K vs.
training patch size). Contrary to XVFI [28], we can further significantly simplify the flow
estimation module and only need one encoder-decoder network instead of two to predict the
intermediate flow fields. The reasons are our compressed image representation as input as
well as changes in the pipeline, mainly using forward warping instead of backward warping.

As illustrated in Fig. 1, we predict F0→1 and F1→0 at each scale . The flow is estimated
from the compressed image representation Ĩ, which first gets passed through two convolutional
layers. On all levels except s = S, the feature representation is concatenated with the bilinearly
upscaled flow estimation from the previous level. Architectural network details are provided
in the supplemental material.

To compute the intermediate image It , we need the flow from and to the intermediate time
step t. To compute the forward flow, we can simply scale it accordingly:

F0→t = tF0→1 and F1→t = (1− t)F1→0 . (1)

Computing the backward flow, Ft→0 and Ft→1, is only possible in an approximated
manner [11]. XVFI [28] uses a second neural network for this, while we opt for a direct,
non-trainable approximation. In order to obtain Ft→0, we can take the flow F1→0, adjusting
the magnitude by multiplying it with t and warping it to the position from which it points
at time t. We do the latter by backward warping tF1→0 with the flow F0→1, scaled with
1− t, approximating the starting point of the flow vector at time t. Ft→1 is approximated
analogously as

Ft→0 ≈←−ω (tF1→0, (1− t)F0→1) and Ft→1 ≈←−ω ((1− t)F0→1, tF1→0) , (2)

where←−ω (·, ·) describes the backward warping function.

Image warping. Before we can use the computed flow vectors for warping, we upscale
them bilinearly to the non-compressed image resolution at each scale. We can then warp the
input images, I0 and I1, to the intermediate time step t. We do this by forward warping them
with softmax splatting [21], noted as −→σ , with occlusion estimation [1] as importance metric:

I0→t =
−→
σ (I0, F0→t) and I1→t =

−→
σ (I1, F1→t) . (3)
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The advantage of forward splatting is that we can directly use the intermediate flow vectors
F0→t and F1→t . However, forward splatting can lead to small holes due to occlusions and
divergent flow vectors. Backward warping, on the other hand, would give a dense result, but
requires an approximation of the backward flow. Video frame interpolation methods that use
backward warping often use an additional network to refine Ft→0 and Ft→1, e.g., XVFI [28]
for better accuracy. In our case, we only use the backward images as additional input to
compute the occlusion mask. Therefore, the directly computed flow vectors from Eq. (2) are
enough and no further learned refinement is needed. The backward warping gives us two
additional images at time instant t:

It←0 =
←−
ω (I0, Ft→0) and It←1 =

←−
ω (I1, Ft→1) . (4)

Occlusion estimation. In order to accurately merge the different warped images at time
step t, we propose a simple occlusion estimation network to estimate a weighting map
M ∈ RH×W×c, where c corresponds to the number of images to merge. The input to the
occlusion estimation are the warped images as well as the input images. In the last layer of
the estimation network, we apply a softmax along the last dimension, yielding a probability
distribution for every output pixel. We include temperature scaling [8] of the softmax function
to better calibrate the distribution. The details of the temperature scaling and the network
architecture can be found in the supplemental material.

Image synthesis. We omit a dedicated image synthesis network to predict Ît . Instead, we
directly fuse the warped images by weighting them with the predicted occlusion map M (by
pixelwise multiplication ⊙) as well as the temporal distance from the input images:

Ît =
∑i∈0,1 [(i · t)+(1− i)(1− t)] · (Mt←i⊙ It←i +Mi→t ⊙ Ii→t +Mi⊙ Ii)

(1− t) · (Mt←0 +M0→t +M0)+ t · (Mt←1 +M1→t +M1)
. (5)

Loss functions. We train our model with a similar loss function as in XVFI [28], consisting
of an image reconstruction loss, Lrecon, at all levels and an edge-aware smoothness loss,
Lsmooth, on the estimated flow vectors F0→1 and F1→0 at the finest scale s = 0. We add an
additional term to supervise the flow estimation at the highest resolution by computing the
warping error, Lwarp, yielding the total loss

Ltotal = Lrecon +λsmooth ·Lsmooth +λwarp ·Lwarp , (6)

where λ(·) define the weighting factors. Details are given in the supplemental.

5 Experiments

5.1 Setup
Training. We train our method on X-Train [28], mainly following the training procedure of
XVFI [28]. X-Train consists of 4,408 clips of 768×768 images cropped from the original 4K
frames. Each clip consists of 65 consecutive frames. Following [28], we also select random
triplets from the sequences, at most 32 frames apart, and randomly select training patches of
512×512. We train on one Nvidia 3080Ti (12GB) GPU with a batch size of 8 for 200 epochs.
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Interpolation
factor

# clips # eval.
frames / clip

# total eval.
frames

PWC-Net [32]

Dataset 25th 50th 75th

Xiph-4K 2× 8 49 392 9.1 14.1 25.0
X-Test [28] 8× 15 7 105 23.9 81.9 138.5
Inter4K-S 8× 144 7 1008 7.6 30.9 102.0
Inter4K-L 8× 133 7 931 13.4 56.7 162.5

Table 1: Overview of used datasets. Comparison of our newly proposed test sets based on
Inter4K [30] to existing datasets. Inter4K-S and Inter4K-L cover more scenes and Inter4K-L
has statistically larger motion. The percentiles of the flow magnitudes (last 3 columns) are
computed from the estimated flow [32] between the input frames.

We use the Adam [12] optimizer and an initial learning rate of 10−4, which is decreased by
0.25 after each 50 epochs, starting after 70 epochs. The optimization of the temperature
parameter T [8] is done with a learning rate of 10−3. Because the projection vectors are very
sensitive to changes, we use a learning rate of 10−5 for the linear dimensionality reduction
layer. We use S = 3 for training. For evaluation, we take the best checkpoint based on the
validation set. The full list of hyperparameters is given in the supplemental.

Testing. We use S = 5 during testing, i. e. 2 scale levels more than during training to handle
the high-resolution images. For evaluation, we focus on datasets consisting of 4K video
frames. The two commonly used 4K datasets in frame interpolation are the videos from
Xiph1 as described in [21], as well as X-Test from [28]. However, both of them have limited
variability. X-Test only has 15 image pairs, each with 7 intermediate frames. The selected
clips have a lot of camera motion leading to large, dominating flow magnitudes. Xiph, on
the other hand, has only 8 videos, with much less camera motion and mainly object motion,
resulting in most of the flow vectors having a small magnitude. This is summarized in Tab. 1.
To have more variability, we selected additional evaluation scenes from the Inter4K [30] test
set. The original test set consists of 100 videos with up to 60 fps and 300 frames per video.
We only take the videos with 60 fps and split them into their different scenes by thresholding
the pixel difference between consecutive frames. We create two different versions to evaluate
different degrees of motion. For Inter4K-S, we take the first 9 frames of each scene, and for
Inter4K-L the first 17, respectively. Both test sets analyze 8× temporal interpolation with 7
intermediate frames, meaning for Inter4K-L every second intermediate frame is skipped to
simulate larger motion.

5.2 Comparison with the state of the art
We compare to SoftSplat [21] and M2M [9], which both rely on pretrained flow and forward
splatting, as well as to ABME [25], RIFE [10], and XVFI [28], which do not use a pretrained
flow network. All methods support interpolation at arbitrary time steps.

Whenever possible, we used the original code and checkpoints from the authors. The
performance of M2M [9] heavily depends on the input image resolution to the flow network,
e.g., M2M-PWC [9] performs best for 4K input when images are first downscaled by a factor
of 8 or 16, while M2M-DIS is less sensitive, and performs best at the original input. For
M2M-DIS, we report the numbers from the original paper [9] as the code is not online. For
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Pretrained
flow

# Param.
(Mill.)

Memory
(for 4K)

Training
dataset

Xiph-
4K

X-Test Inter4K-
S

Inter4K-
L

Inference
(in s/f)

SoftSplat [21] ✓ 7.7 – Vimeo90K34.2∗[24] 25.48∗[9] OOM OOM –
M2M-PWC [9] ✓ 7.6 10 GB Vimeo90K 34.88 30.81 29.22 24.87 0.21
M2M-DIS [9] ✓ – – Vimeo90K – 30.18∗[9] – – –

ABME [25] ✗ 18.1∗[25] – Vimeo90K OOM 30.16∗[25] OOM OOM –
RIFEm [10] ✗ 9.8 6.8 GB Vimeo90K 34.80 26.80 28.37 24.40 0.40
RIFE⋄m [10] ✗ 9.8 6.8 GB X-Train 34.00 28.06 28.36 24.47 0.40
XVFI⋄ [28] ✗ 5.5 >12 GB X-Train 34.04 30.34 28.82 24.62 –
Ours ✗ 0.9 4.6 GB X-Train 34.16 30.45 29.29 25.16 0.51

Table 2: Quantitative results on 4K images in terms of PSNR. Numbers with ∗ are taken
from the given references; ⋄ denotes retraining. The methods have been trained on either
Vimeo90K [43] or X-Train [28]. The inference time has been measured on a Nvidia 3080Ti
(12GB) GPU. The best and 2nd best values are in bold and underlined, respectively. An
evaluation with SSIM [39] and LPIPS [44] is given in the supplemental.

Figure 2: Reconstruction acc. for different
block sizes d w. r. t. the compression ratio 1/r.

(a) Original PCA

(b) With finetuning

Figure 3: Image reconstruction with a 1/4

of the projection directions, with and with-
out finetuneing them.

M2M-PWC, we test different scale factors for each dataset, reporting the results for the best
option. For RIFE [10], we use the RIFEm model, which supports arbitrary interpolation. We
also retrain it on X-Train with an increased patch size of 512×512, as we observed this to
slightly improve the results. We evaluate the models on a Nvidia 3080 Ti (12GB) GPU. With
the available memory, we were not able the evaluate SoftSplat [21] and ABME [25] on 4K
images and hence report numbers from the referenced papers instead.

Tab. 2 gives a quantitative comparison. We achieve state-of-the-art accuracy for most of
the datasets among the methods without pretrained flow. A powerful pretrained flow network
can occasionally help, but the results are heavily dependent on the type of flow network and
amount of motion. Our approach yields consistently high PSNR values, especially for the
datasets with larger motion, despite having by far the fewest trainable parameters as well as
the lowest memory requirements. In comparison to XVFI [28], we can see how our conceptual
contributions lead to a significant reduction of memory and parameters, yet an increase in
PSNR of up to 0.54dB. Without specifically optimizing for inference time, we can achieve
competitive runtimes comparable to most of the other methods (M2M-PWC downscales the
input image first by a factor of 1/16, leading to faster inference) without the need for large,
high-end GPUs. Qualitative visual results are shown in Fig. 4 and in the supplemental video.
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fDLR Flow estim. Warping Occl. estim. Fusion Full model

Memory (GB) 3.5 2.7 4.6 4.0 4.6 4.6
# Parameters 1k 733k 1 194k 0 0.9M
Inference time (ms) 30 22 410 44 3.1 510

Table 3: Analysis of the computational resources. Breakdown of the individual modules of
our framework for performing inference on a 4K frame.

# Param.
(in Mill.)

Memory
(for 4K)

Xiph-4K X-Test Inter4K-S Inter4K-L

Ours (full) 0.9 4.6GB 34.16 30.45 29.29 25.16
w/o finetuning projection vectors 0.9 4.6GB 33.92 29.46 28.34 24.43
w/o backward flow (Ft→0 & Ft→1) 0.9 4.6GB 33.95 30.13 28.81 24.77
w/o Lwarp 0.9 4.6GB 33.99 30.25 28.97 24.96
w/o T scaling 0.9 4.6GB 34.13 30.41 29.20 25.09
with synthesis (from [28]) 2.6 9.5GB 34.20 30.59 29.12 25.07

Table 4: Ablation study. Results from individually adding or removing one of the options
from our full method. The largest benefit is obtained by finetuning the projection vectors.

5.3 Method analysis
Efficiency. The focus of our method is to reduce the complexity of the network and the
required memory. To select an ideal block size d and the number of projection dimensions
k, we analyze the general compression capability of block-based PCA by computing the
basis from a single image of 512×512, taking a fraction of it to reconstruct the images in
X-Test [28], and averaging the reconstruction PSNR. For a targeted compression rate of 1/r =
k/d2 = 1/4, Fig. 2 shows that a block size of d = 8 or 16 has the best reconstruction accuracy.
Because the compressed image representation is directly used for the flow computation and,
therefore, a higher image resolution is preferable, we choose d = 8 and thus k = d2/r =
82/4 = 16. Fig. 3 shows the comparison of reconstructed images when using the original k
PCA vectors and after finetuning with our fLDR module. The finetuned vectors increase the
contrast, highlighting features that intuitively seem suitable for flow estimation in the context
of frame interpolation. The efficiency in feature representation using fLDR becomes evident
when looking at the remaining trainable parameters of our framework. In Tab. 3 we report
the memory usage, number of trainable parameters, and inference time w. r. t. the individual
modules. Our flow network only has 0.73 million (M) parameters, while XVFI [28] needs
2.5M for flow estimation plus an additional 1M for flow refinement. By replacing the synthesis
network of XVFI [28] with weighted averaging (our fusion module), we save another 1.7M
parameters. Estimating optical flow with a pretrained PWC-Net [32] requires 90ms at half
the image resolution (to fit on our GPU), 9.4M trainable parameters, and 5.1GB memory.
Visualizations of the optical flow are provided in the supplemental. Our inference time is
dominated by our warping module, designed to reduce the number of trainable parameters.2

Ablation design choices. In Tab. 4 we analyze the effect of our design choices. Finetuning
the projection vectors is crucial and leads to a PSNR improvement of up to 1dB. The variance
of the final image quality (PSNR) for selecting different images for initialization of the
projection dimensions is for Xiph-4K and X-Test only 0.02dB and 0.05dB, respectively. The

2One trainable parameter is needed to compute the importance metric for forward warping as described in [21].
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(a) Overlaid inputs (b) RIFEm [10] (c) XVFI [28] (d) M2M-PWC [9] (e) Ours

Figure 4: Qualitative examples. Our method can handle large motion in 4K images better.
From top to bottom, the images are taken from X-Test [28] (top), Inter4K-S [30] (middle, two
examples), and Inter4k-L [30] (bottom). The last row shows a cropped part of the original
result. For Rifem, we take the model trained on X-Train, giving better results on these datasets.

Inter4K dataset has a larger variability in images, leading to a slighter higher variance of
around 0.14dB. The powerful synthesis network only gives a slight positive effect in accuracy
on one dataset, which is not proportional to the overhead it adds. The remaining design
choices have a positive effect on the PSNR value while not adding any notable overhead.

Limitations. Our framework has been explicitly and carefully designed for high-resolution
video. Before flow computation, we compress the frames using linear dimensionality reduction
on 8×8 blocks. For this reason, flow can only be computed using 1/8 of the original image
resolution as input. This makes our approach perform comparatively worse on smaller images
such as the common Vimeo90K [43] test set, as the input to the flow estimation is not fine-
grained enough w. r. t. to the full image resolution. Evaluating our method (trained on X-Train)
directly on Vimeo-90k, we obtain a PSNR of 33.03dB using 1.7GB of memory. For small
images, where memory constraints are less of an issue, better accuracy can be obtained with
more memory intensive approaches; e.g., SoftSplat[21] achieves a PSNR of 36.10dB.

6 Conclusion

We present a method for video frame interpolation in high-resolution videos, which uses linear
dimensionality reduction and a lightweight neural network architecture to boost the efficiency.
By compressing images first with our finetuned projection vectors, we can significantly reduce
the number of trainable parameters and the overall memory requirements in the subsequent
network modules. We show that we can achieve highly competitive results on various 4K
datasets with only a fraction of trainable parameters and low memory footprint.
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