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Abstract

This paper proposes a lightweight yet effective network architecture for depth com-
pletion. It enables to fuse multi-modal and multi-level features through a Cascade Dense
Connection Fusion Network. This is implemented by means of a dense connection fusion
block, multi-scale features and a modality-aware aggregation mechanism. Our model
is evaluated on the KITTI benchmark and achieves competitive results compared with
state-of-the-art while counting much fewer parameters.

1 Introduction

Depth completion is an important computer vision task aiming at recovering a dense depth
map from a few sparse measurements and an RGB image and it has been widely used in
many applications, including 3D object detection, robot navigation, augmented reality and
structure-from-motion. Popular strategies to collect depth data rely on active sensors, pre-
cisely measuring the distance of objects in the scene by perturbing them through some sig-
nals. According to the perturbing technology, different sensors are suited for specific envi-
ronments. For instance, devices such as Time-of-Flight (ToF) can provide accurate depth
information in indoor scenes. At the same time, LiDARSs are the most popular sensor for
accessing depth information in outdoor environments. However, compared to conventional
RGB cameras, they only provide sparse depth information, resulting in many empty regions
for which no measurement is available. For instance, the Velodyne HDL-64e LiDAR used in
the KITTT dataset provides accurate, yet sparse depth data [39] with a density lower than 6%
compared to the image resolution. This fact makes it hard to tackle downstream 3D percep-
tion tasks such as detection, semantic segmentation or instance segmentation. Consequently,
further processing to recover a dense depth map —i.e. depth completion — becomes pivotal.
With the benefit of a high-resolution color image and deep learning, current methods [23,
29, 40, 48] based on convolutional neural networks (CNNs) have made significant progress in
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Figure 1: Cascade Dense Connection Fusion Network in action. Our model predicts
accurate dense depth maps from RGB frame and LiDAR points, using a fraction of the
parameters compared to most of the existing methods.

inferring dense depth map from multi-modal data. Nevertheless, most of these existing depth
completion methods rely on complex and heavy CNNs, unsuitable for in-vehicle and edge
devices. Moreover, these models often use naive aggregation approaches, such as features
concatenation or sum, resulting in sub-optimal strategies when fusing multi-modal data.

To tackle these problems, we propose a Cascade Dense Connection fusion network com-
posed of a cascade of Dense Connection Fusion (DCF) blocks. Inspired by [19, 24, 37, 51],
we stack our lightweight DCF blocks in a progressive manner instead of building a heavy
encoder-decoder network, which allows for saving many parameters. More specifically, the
DCEF block can learn multi-modal and multi-level features by dense connections and multi-
scale learning. We construct a Modality-Aware Aggregation module for learning the multi-
modal representations and a Multi-Scale Pyramid Fusion module for learning multi-level
features. Figure 1 plots the relationship between parameters and the primary evaluation met-
ric, i.e., RMSE, for the proposed model and state-of-the-art depth completion approaches.
We can notice how CDCNet achieves a favorable trade-off compared to existing methods. In
summary, the major contributions of this paper can be resumed as follows:

(1) We propose a lightweight Cascade Dense Connection fusion Network (CDCNet) for
depth completion, which depends on dense connections to extract and learn depth and RGB
features efficiently and effectively.

(2) We design Modality-Aware Aggregation (MAA) and Multi-Scale Pyramid Fusion
(MSPF) modules for learning multi-modal and multi-level representations more effectively.

(3) Experimental results show that CDCNet is competitive with state-of-the-art approaches
on the KITTI depth completion benchmark while counting much fewer parameters.

2 Related Work

In this section, we review the literature relevant to our work.

Depth Completion. Depth completion aims at recovering dense depth maps from sparse
inputs. Early approaches rely only on a sparse depth map as input. Uhrig et al. [39] propose
a sparsity-invariant convolution layer, a variant of regular ones, to consider the location of
missing data while performing convolutions and address data sparsity within deep networks.
Huang et al. [14] extend the principle behind sparsity-invariant convolutions to more opera-
tions and propose a hierarchical multi-scale network structure for depth completion. These
methods suffer from undesired artifacts, such as ambiguities and mixed-depth values.
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More recent works focus on image-guided depth completion. Ma et al. [26, 27] combine
sparse depth and an RGB image through early fusion and feed them into an encoder-decoder
CNN, which boosts the performance of depth completion. Unlike early fusion of depth and
image, recent works [16, 19, 23] share the idea that late fusion can better access multi-modal
fusion cues. Zhao et al. [50] utilize graph propagation and symmetric gated fusion strategy
to fuse contextual and depth information across different branches. DeepLiDAR [36] intro-
duces pixel-wise surface normals as geometric constraints and proposes multiple branches to
generate dense depth maps jointly. Through the years, spatial propagation networks (SPN)
[25] became a popular approach for depth estimation. CSPN [3] predicts affinity values of
local neighbours and updates pixel values simultaneously by extending SPN. In contrast,
NLSPN [30] concentrates on relevant non-local neighbours by learning deformable convo-
lutional kernels to solve the depth completion task.

Feature-level Fusion approaches. Deep learning methods for depth completion usu-
ally aggregate depth and image information at the feature level. Lee et al. [18] propose a
cross-guidance between image and depth encoder branches and fuse multi-modal features
through attention. GuideNet [38] adopts image features as guidance and fuses multi-modal
features with skip connections across encoder-decoder networks. FusionNet [40] adopts
global branches to guide local branches by concatenating features from different branches.

Multi-level feature fusion also proved effective [21, 43]. Feature pyramid networks [22]
utilizes a top-down architecture with lateral connections and fuse multi-scale feature through
features sum. UNet++ [51] proposes a nested UNet to learn the importance of features at dif-
ferent layers and adopts a dense skip connection to aggregate multi-scale features. DFANet
[20] develops a cross-level feature aggregation strategy to boost accuracy.

Lightweight Dense Prediction. There is practical demand for lightweight networks as
more mobile and on-edge devices emerge. MobileNet [10, 11] and ShuffleNet [28], were de-
veloped specifically for devices with limited computing power. BiSeNet [46] and BiSeNetV2
[47] are lightweight networks for semantic segmentation, using two-stream paths for mod-
eling low-level details and high level semantic information. PyD-Net [33] and PyD-Net2
[34] are pyramidal architectures for self-supervised monocular depth estimation, deployed
on edge devices as well [6, 31, 32]. ICNet [49] uses cascade down-sampled images as input
and fuses multi-scale features to pursue efficiency.

Although various approaches have been proposed for depth completion, they share some
common, main strategies. Early fusion or late fusion strategies depend on heavy backbones,
such as ResNet [9] and transformer [41] to extract multi-modal features. Others depend on
spatial propagation network [25] as post-processing to refine depth results. These methods
require many parameters and increase the computation efforts during training and inference.
Naive aggregation approaches, such as feature concatenation or sum, are utilized to fuse
multi-modal and multi-level features, resulting sub-optimal and limiting performance. In
contrast, we present a lightweight progressive image-guided fusion strategy for depth com-
pletion, consisting of dense connections, modality-aware and multi-scale learning, which
help fusing multi-modal and multi-level features effectively.

3 Proposed method

This section describes our proposal for effective and efficient depth completion performed
by processing an RGB image and sparse depth data.
We first present our Cascade Dense Connection fusion Network. Then, in subsequent
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Figure 2: Pipeline of the proposed method. The image backbone extracts image features
and feeds them to dense connection fusion (DCF) blocks. Three DCF blocks are stacked
progressively for three stages. DCFy, DCFj, DCF,, from small to big.

sections, we provide details for the proposed functional modules, i.e., Dense Connection Fu-
sion block, Modality-Aware Aggregation module and Multi-Scale Pyramid Fusion module.
The overall architecture of CDCNet is depicted in Figure 2. It takes a color image and a
sparse depth map to progressively recover a dense depth map. The image backbone consists
of 10 convolutional layers with 3 x 3 filters. The 3th, 5th, 7th and 9th layers have stride
2 while the others have stride 1. The depth backbones are built using 6 layers defined fol-
lowing the same structure of the first 6 layers of the image backbone. All convolutions are
followed by BatchNorm and ReLU functions. One image backbone and one depth backbone
have 84K and 46K parameters, respectively. Following [17, 19, 40], we stack lightweight
blocks instead of designing a heavy backbone to learn feature representations. The image
backbone extracts multi-scale features, providing meaningful information on semantics and
texture as guidance to recover depth. We denote the extracted image features as F]], FIZ, FI3,
FI4, F,5, with cumulative strides of 1, 2, 4, 8, 16, respectively. Image features are then fed
to the three cascade DCF blocks, namely DCFy, DCF;, DCF,. Apart from image features,
quarter-sized sparse map SDy, half-sized depth SD;, and full-sized depth map SD, are fed
to the abovementioned three blocks. Each stage outputs a dense prediction at the same input
size, with residual connections integrating the three outputs. Note that all the feature maps
in our model have the same number of channels, i.e., C = 32, except for multi-scale learning
parts. This way, our network is very lightweight. For simplicity, we omit some connection
lines about residual connections in Figure 2. More details about how residual connections
are integrated into each module can be found in [19].

3.1 Dense Connection Fusion Block

Most depth completion methods use naive concatenation or sum operations to aggregate ei-
ther heterogeneous depth and image features or homogeneous depth features from different
levels. This strategy usually yields sub-optimal results and misleads the fusion process. Re-
cent works [17, 37, 44, 51] show that dense connection and continual fusion are good choices
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Figure 3: Illustration of the main modules building CDCNet. (a) Dense Connection
Fusion Block. (b) Modality-Aware Aggregation Module. (c) Multi-Scale Pyramid Fusion
Module. Best viewed in color.

to learn representations. Inspired by these works, we design DCF block which fully utilizes
dense connection to aggregate multi-modal and multi-level representations, as illustrated in
Figure 3 (a). Commonly, deep fusion networks depend on stacking more layers and increas-
ing channel dimensionality to get better results. In contrast, our model adopts a shallow
structure and a small number of channels for feature aggregation. Consequently, apart from
the standard top-to-down scheme with skip connections, we add an intermediate feature in
the aggregation space to compensate for the shallow architecture. The intermediate feature
combines features from the same and the higher level at different sizes. Instead of using fea-
ture concatenation or sum operation, we also design a modality-aware aggregation module
to exploit the discriminative information from the heterogeneous image and depth features,
described hereafter.

3.2 Modality-Aware Aggregation Module

Different modalities have different attributes to exploit for feature aggregation; therefore,
the critical factor for multi-modal fusion consist of exploiting the valuable information from
each of the modalities. Image features contain rich semantic information, yet depth fea-
tures represent strong distance-perceptive information. Most image and depth feature fusion
approaches use concatenation operation, which fails to exploit more information from mul-
tiple modalities. Hence, we propose a modality-aware aggregation module (Figure 3 (b))
which aims at enhancing multi-modal representation learning. Concretely, given input im-
age features and depth features Fy, Fp € R“*"*" in each module, we first concatenate them
as Fuq € R2*M then use convl X 1 to smooth Fiy and get F.,, € R2%  Global Aver-
age Pooling, convl x 1 and sigmod () functions, in order to obtain the modality-aware vector
w € ¢ x 1 x 1 from multi-modal features, which can be formalized as:

w = & (convl X 1{GAP(convix1(F;,Fp)))) (1
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(a) high-level (b) middle-level (c) low-level (d) output

Figure 4: Visualization of multi-level feature maps. From left to right, (a) high-level, (b)
middle-level and (c) low-level feature maps, followed by (d) output of the MSPF module.

For F.

var» conv3 x 3 are used to get Fepgrse € RE*"*w The enhanced feature are obtained as:

Fu :w®c0nV3X3(conv1X1(FI,FD)) 2)

Then, we get the modality-aware integrated result Fj; € RE"W

3.3 Multi-Scale Pyramid Fusion Module

For multi-level features fusion as well, most existing works [3, 17, 19, 26, 30] make use of
concatenation or sum operation, which weakens the representation capability of cross-level
features. For our task, high-level features have more semantic information while low-level
features have more texture information and sparse depth representation, as shown in Figure
4(a,b,c). To aggregate multi-level features effectively, we construct a multi-scale pyramid
fusion module embedded into the DCF block, as illustrated in Figure 3(c). Our motiva-
tion arises from Atrous Spatial Pyramid Pooling (ASPP) [1] that uses multiple branches to
extract multi-scale features. However, ASPP introduces many parameters and high compu-
tational overhead. Thus, inspired by [42], we construct MSPF in a lightweight way. Suppose
Fy,Fyr, F € ROV represent the upsampled high-level feature, the middle-level feature,
and the downsampled low-level feature, respectively, which are inputs of the MSPF mod-
ule. We first apply a 1x1 convolution to perform channel pooling for the concatenated
multi-level features and get Fy € R**"_ Then, we equally split Fy into four feature maps
Fi,Fs, F3, Fy € RE/4*7W along the channel dimension, as

Fy = convix1(Fg,Fu, Fr.)

3
Fl,Fz,F3,F4=Split(F0) )

Then, for each sub-portion F; of the original feature map Fy, we apply four 3x3 depth-wise
separable convolutions with dilation rates of 1, 2, 4, 8 and 1x1 convolution to implement
multi-scale learning and get F!,F?,F3 F* F> € RY/*7W j = 1,2 3 4, then we use two
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consecutive 1x 1 convolutions to merge the feature maps F¥ € RO/>" and FM ¢ RO>v:

Fl = convx1(F))
F? = com41(F)
F? = com¥3(F)
F4 = conv (E) €]
F? = com4 8 (F})

FL F2 B PR
MR EY EM

Fl-M = convixi

M = convix1

—~

where, com4;’ denotes 3x3 depth-wise atrous convolution with dilation rate of i.

In the end, we add a residual connection and leverage channel attention [35] to refine the
output features, as

FM=F" L R,

5
Fo = FM &) 6 (convi 1 (GAP(F))) v

where Fo4 ¢ RE*m*W ig the final refined feature.

By splitting features and implementing multi-scale learning with depth-wise separable
convolutions separately, we dramatically cut down computational complexity and reduce
the number of parameters. Moreover, the aggregate results embed semantic and texture
information from multi-level features, as shown in Figure 4(d).

3.4 Loss Function

To learn accurate prediction of dense depth maps, we train our network to minimize mean
squared error (MSE) and mean absolute error (MAE) losses [19]. A multi-stage and multi-
weighted loss function L is the combination of three parts:

N
L=0Y (Lo(D}, D7) +Li(D},D7))+

I

I
-

(Ly(D}!, D} +Ly(D},D}))+ (6)

Mz

(LZ(D?le)?) +L (D?7D?))

™=

i=1

where N represents the set of valid pixels. D%, D!, D denote the predicted depth maps
from DCF blocks 0, 1 and 2 respectively, and D2, D!, DO the corresponding semi-dense
ground truth maps. Following [19], we set @ to 1 for the first 6 epochs, then decimating it to
0.1 for 11 epochs, and finally disabling it (@ = 0) until the end of the training procedure.
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4 Experiment

4.1 Dataset

We evaluate our method and compare it to state-of-the-art solutions on the KITTI depth
completion benchmark [8, 39]. KITTI is a popular outdoor dataset providing sparse depth
maps captured by Velodyne LiDAR HDL-64e, color images and corresponding semi-dense
ground truth. The sparse depth maps provide 5.9% valid depth values on all pixels, while
the ground truth maps contain 16% valid depth values over the whole image. The dataset
contains 85895 training frames, with 1000 more selected validation frames, and 1000 test
data for which ground truth is withheld.

4.2 Evaluation Metrics

We adopt the official evaluation protocol from the KITTI depth completion benchmark [39]
to evaluate our network, computing four standard metrics: the mean absolute error (MAE,
mm), root mean squared error (RMSE, mm), mean absolute error of the inverse depth
(AIMAE, 1/km) and root mean squared error of the inverse depth iRMSE, 1/km). Among
them, RMSE is selected to rank all the submitted methods on the KITTI leaderboard.

4.3 Implementation Details

We implement CDCNet using Pytorch and train it with a single NVIDIA RTX 3090 GPU.
All the parameters are optimized using Adam (; = 0.9, B, = 0.999). The learning rate is
initialized to 0.001 and multiplied by 0.5 every 5 epochs. A weight decay factor is set to
0.0002. The network is trained for 30 epochs using a batch size of 6 samples. Training
images are cropped to a resolution of 1216x352 pixels. The experiments in the ablation
study are carried out by training CDCNet on 10000 samples from the training set and by
evaluating on the validation split.

4.4 Comparison with state-of-the-art

We compare our model to the state-of-the-art methods published on the KITTI depth com-
pletion benchmark. Table 1 shows quantitative results retrieved from the online leaderboard.
We report the comparison of our method with others in terms of parameters, accuracy and
runtime. The number of parameters and runtime are partially taken, respectively, from [15]
and [12]. Our lightweight network, CDCNet, outperforms most previous methods under the
primary evaluation metric RMSE and achieves results comparable with those by state-of-
the-art models. In particular, CDCNet achieves accuracy close to GuideNet [38], CSPN++
[4], NLSPN [30], MDANet [17], with respectively 1.3%, 3.0%, 3.4% and 28% of their total
parameters. Compared with MSG-CHN [19] which inspires our method, CDCNet gets bet-
ter results by using only 69% of its parameters. Due to the diversity of hardware platforms
used by each method, performing a fair comparison for what concerns runtime is not trivial.
Nevertheless, these results still suggests that our method is faster than most state-of-the-art
methods. SPN-based methods [3, 4, 30] slow down their inference time because of the it-
erative spatial propagation step. PwP [45], DeepLiDAR [36], GuideNet [38] and PENet
[13] adopt multi-branch, heavy backbones — i.e., ResNet — which are time-consuming. In
contrast, CDCNet takes shorter inference time, despite it processes data in a stacked manner.
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Methods Parameters RMSE MAE iRMSE iMAE runtime Platform
(M) (mm) (mm) (1/km) (1/km) (s)
Sparse-to-Dense [27] - 814.73 249.95 2.80 1.21 0.08 Tesla V100
PwP [45] 29.10 777.05 235.17 242 1.13 0.10 Tesla V100
FusionNet [40] 2.50 772.87 215.02 2.19 0.93 0.02 RTX 2080Ti
FuseNet [2] 1.90 752.88 221.19 2.34 1.14 0.09 -
NConv [7] 0.36  829.98 233.26 2.60 1.03 0.02 Tesla V100
DeepLiDAR [36] 53.40 758.38 226.50 2.56 1.15 0.35 RTX 2080Ti
CSPN [3] - 1019.64 279.46 2.93 1.15 1.00 Titan X
CSPN++ [4] 28.80 743.69 209.28 2.07 0.90 0.20 Tesla P40
NLSPN [30] 25.80 741.68 199.59 1.99 0.84 0.13 RTX 2080Ti
PENet [13] 133.70  730.08 210.55 2.17 0.94 0.16 RTX 2080Ti
GuideNet [38] 63.30 736.24 218.83 2.25 0.99 0.14 GTX 1080Ti
ACMNet [50] 490 74491 206.09 2.08 0.90 0.35 RTX 2080Ti
MDANet [17] 3.07 738.23 214.99 2.12 0.99 0.03  Tesla P100
MSG-CHN [19] 1.25 762.19 220.41 2.30 0.98 0.01 RTX 3090
CDCNet (ours) 0.87 738.26 216.05 2.18 0.99 0.03  RTX 3090

Table 1: Quantitative results on the KITTI test set. We report the amount of parameters,
standard evaluation metrics and runtime for state-of-the-art models and CDCNet.

Component RMSE  Parameters Component RMSE  Parameters Memory  Speed

(mm) (K) (mm) (K) (GB) (ms)
Sum 879.81 672 Sum 876.46 616 3499 18.063
Concat 874.01 727 Concat 874.01 727 3.600 18.673
Gated 882.26 699 ASPP 870.56 1178 4286 23.923
MAA 870.39 730 MSPF 863.65 695 4.007 27.830

Table 2: Ablation study on MAA (left) and MSPF (right) modules. Sum denotes fea-
ture sum operation; Concat denotes feature concatenation operation; Gated denotes Gated
Fusion. Parameters, Memory and Speed refers to the entire network processing.

For what concerns the main competitor inspiring our work, i.e. MSG-CHN [19], for a
fair comparison we use the authors’ code and measure its runtime on the same hardware
platform used by CDCNet. Our model runs in 0.03 seconds, slower than MSG-CHN [19],
because of the feature aggregation modules we introduced. However, this is compensated
with higher accuracy and fewer parameters. In summary, CDCNet gets competitive results
with clearly fewer parameters on the KITTI depth completion benchmark.

Figure 5 reports a qualitative comparison between results yielded by state-of-the-art
methods and ours, with the latter being in the last row. Our dense connection fusion strategy,
which can efficiently exploit high-level semantic and low-level context information, yields
accurate depth maps, preserves finer details on complex structure boundaries and recovers
more accurate contours for thin structures in faraway scenes.

4.5 Ablation Study

In this section, we demonstrate the effectiveness of the components proposed in this paper.
Impact of Modality-Aware Aggregation Module. By surveying most of the works for
KITTI depth completion, concatenation and sum emerge as the dominant image and depth
fusion strategies [3, 4, 13, 17, 19, 26, 27, 29, 30, 36, 40]. Besides the methods on the
KITTI benchmark, [5] proposed a gated fusion for dense image and depth feature fusion.
To measure the impact of the MAA module on the final accuracy, we replace it with the
alternatives mentioned above in these experiments. It is worth noting that the remaining
components are kept unchanged; only the fusion module on which the comparison focuses
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MSG-CHN  NLSPN DeepLiDAR CSPN Sparse-to-Dense Image

Ours

Figure 5: Qualitative comparison with state-of-the-art methods. From top to bottom:

RGB image, results of Spare-to-Dense[27], CSPN[3], DeepLiDAR[36], NLSPN[30], MSG-
CHN[19], and Ours, respectively.We zoom-in the yellow dotted regions at the right.

on changes. From Table 2, on the left, we can observe that our fusion strategy yields better
results compared to alternative methods, with a limited increase in the number of parameters.
Gated fusion results are the worst for this task since this strategy is designed for dense feature
fusion, whereas depth features are usually very sparse in completion task.

Impact of Multi-Scale Pyramid Fusion Module. To validate the effectiveness of MSPF,
we compare the performance achieved by CDCNet when using it or when it is replaced by
sum, concatenation or ASPP alternatives. As shown in Table 2, on the right, the results
demonstrate that the lightweight MSPF module can achieve the best performance. However,
this improvement comes at the expense of speed. Yet, when directly compared with ASPP,
MSPF introduces fewer parameters and requires fewer GPU memory thanks to feature split-
ting and depth-wise convolutions.

5 Conclusion

In this paper, we have proposed a lightweight yet effective cascade dense connection fusion
network, CDCNet. By stacking the dense connection fusion blocks, image and depth features
are aggregated effectively in a progressive manner. We employ a modality-aware aggregation
method to enhance the fusion of image and depth features. Then, a lightweight multi-scale
learning module boosts multi-level feature fusion. We evaluate CDCNet on the KITTI depth
completion dataset achieving competitive results compared to state-of-the-art methods, yet
using much fewer parameters.
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