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Domain-Inconsistent SSOD

Our contributions:
- We target the challenging domain-inconsistent SSOD setting for practical
autonomous driving, where the labeled and unlabeled data come from
different domains. Meanwhile, both the data distribution shifts and class
distribution shifts are considered.
- We propose DucTeacher with two curriculum strategies, DEC and DMC, to
provide accurate and unbiased pseudo-labels and improve the performance
for semi-supervised object detection.
- In DucTeacher, we develop a novel class distribution estimation method to
resist the class distribution shift on the unlabeled data, and a difficulty metric
to estimate the domain similarity of unlabeled data from different domains.

Characteristics of Domain-Inconsistent SSOD

Dual-Curriculum Teacher (DucTeacher)
DucTeacher aims to produce accurate pseudo-labels under the data
distribution shifts and class distribution shifts:
- DEC: Avoiding the noise labels by learning easy domain first.
- DMC: Estimating the class prior and utilize it for threshold adjusting.

DucTeacher for Domain-Inconsistent SSOD (SODA10M)

State-of-the-art performance Performance improvement by different modules

DMC Provides Unbiased Pseudo-labels

DucTeacher for COCO

Two challenges:
- The data distribution shifts would let the model trained on the labeled
domain predict inaccurate pseudo-labels for the unlabeled domains with
large distribution gaps.

- The class distribution shifts among domains make it difficult to obtain
unbiased pseudo-labels for the unlabeled domains.

DEC Avoids Miss Detection

DMC Estimates Precise Class Distributions

DucTeacher for Different Domains

- DucTeacher has competitive performance on COCO.

- DEC avoids hard data at the early training stage, which also
avoids miss detection.

- DMC produces less biased pseudo-labels by adjusting
thresholds dynamically.

- DMC estimates precise class distribution, serving as the prior
for threshold adjusting.


