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Appendix

We organize the Appendix as follows:

* In Appendix I, we add some additional explanation for the Domain-Inconsistent Ob-
ject Detection.

* In Appendix 2, we introduce the mutual learning framework used in our DucTeacher.
* In Appendix 3, we demonstrate the implementation details about DucTeacher.

* In Appendix 4, we analyze the influence of the hyper-parameter, thresholds 7 and scale
factors u, introduced in the DucTeacher.

* In Appendix 5, we show more results about SODA10M.

* In Appendix 6, we explain how DucTeacher can show a good cross-domain general-
ization ability.

1 Domain-Inconsistent Object Detection Setting
As exhibited in the main paper, the targeted setting, Domain-Inconsistent Object Detection

is different from the Classical Semi-Supervised Object Detection. Figure 1 shows the dif-
ference for detail. In the Classical Semi-Supervised Object Detection, Labeled data and

T Lanqing Hong is the corresponding author.
© 2022. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.



2 YU ET EL.: DUAL-CURRICULUM TEACHER FOR DOMAIN-INCONSISTENT SSOD

Unlabeled data are from the same data distribution. However, in the Domain-Inconsistent
Semi-Supervised Object Detection, Labeled Data and Unlabeled data can from different dif-
ferent distribution. This distribution shift would cause two detailed challenges hindering the
learning of unlabeled data and this influence analysis has elaborated in the main paper.

Unlabeled Data
From Multiple Domains

Labeled Data

Labeled Data Unlabeled Data

[ Labeled Domain
Unlabeled Domain 1
Unlabeled Domain 2

Unlabeled Domain k

(a) Classical Semi-Supervised Object Detection. (b) Domain-Inconsistent Semi-Supervised Object Detection.

Figure 1: Illustration of domain-inconsistent semi-supervised object detection (SSOD). (a)
Existing SSOD often considers labeled data and unlabeled data from the same data distribu-
tion. (b) Domain-inconsistent SSOD aims to tackle the problem with both data distribution
shifts and class distribution shifts between labeled and unlabeled data.

2 Mutual Learning Framework

Existing state-of-the-art SSOD methods [7, 9, 12] usually adopt a Teacher-Student Mu-
tual Learning framework. Similar to the knowledge distillation [3, 11], a student model
is partially supervised by the teacher model and is trained with combined loss function
L = L+ L, with the supervised loss L and the unsupervised loss £,

1

Es = ﬁlzl Ecls(xgv)’b +£reg(xf7y§)a (1)
1

Lu= 1 Xy LaasCel o) + Loeg (34,54, @)

where L;; and L., represent the classification loss and regression loss, respectively, yf is the
annotation of the labeled image xﬁ, and y! is the pseudo-labels generated by teacher model
on unlabeled data x. Before the Teacher-Student Mutual Learning stage, the teacher model
is pre-trained on the labeled set Dy, while in the mutual learning stage, the teacher model is
updated by exponential moving average (EMA) mechanism.

The quality of pseudo-labels y# is important for SSOD. Nevertheless, in domain-inconsistent
SSOD, the input data distribution shifts and class distribution shifts would cause the teacher
model to produce inaccurate and biased pseudo-labels y. To tackle this problem, we pro-
posed two curricula, DEC and DMC, to provide reliable pseudo-labels y¥.

DucTeacher is based on the teacher-student mutual learning framework and the consis-
tency pseudo-labeling strategy, which are also included in existing state-of-the-art SSOD
methods. We introduce the technical details as follows.

Teacher-Student Mutual Learning. In the mutual learning stage, the student model is
trained with supervision of the ground truths and the pseudo-labels. The student model is
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updated by gradient descent, while the teacher model is updated by exponential moving
average (EMA) mechanism,

aL
es — 9S+87957 (3)

6, < 06,4+ (1— )6y, 4)

where 6;, 6, represent the parameter of teacher model and student model.

Consistency Pseudo-Labeling. Consistency Pseudo-Labeling produces pseudo-label based
on both the consistency regularization and pseudo-labeling. It produces a pseudo-label on
a weakly-augmented unlabeled image and screens out the pseudo-label with the high confi-
dence score, which would be used as a target for the model fed with a strongly-augmented
version of the same image. The detailed data augmentations used in this work are shown in
Table 1.

Table 1: Used augmentations in DucTeacher.

Weak Augmentation

Process Probability Parameters
Horizontal Flip 0.5
Strong Augmentation
Process Probability Parameters
Grayscale 0.2 -

GaussianBlur 0.5 (sigma x, sigma y) = (0.1, 2.0)
CutoutPattern1 0.7 scale=(0.05, 0.2), ratio=(0.3, 3.3)
CutoutPattern2 0.5 scale=(0.02, 0.2), ratio=(0.1, 6)
CutoutPattern3 0.3 scale=(0.02, 0.2), ratio=(0.05, 8)

3 Implementation details

We implement our DucTeacher based on Detectron2 [10]. For a fair comparison, we follow
STAC [9] and Unbiased Teacher [7] to use Faster-RCNN with FPN [5] and ResNet-50 back-
bone [2] as the object detector. We adopt the teacher-student mutual learning framework
as Unbiased Teacher [7], which trains the student model with Focal loss [6] and updates
the teacher model with EMA. The EMA rate ¢ is 0.9996. The base pre-defined threshold in
DucTeacher 7 is set as 0.7, and the scale factor u is set as 0.1. The learning rate is set as 0.01,
and the max training iteration is set as 160k. The batch size of training data is set as 32 (16
for both labeled and unlabeled) for both the SODA10M and COCO datasets. The pre-trained
model obtained in DucTeacher is trained on the labeled domain D; with 2k iterations. We
conduct experiments with 8 Nvidia V100 GPU (32GB) cards with Intel Xeon Platinum 8168
CPU (2.70GHZ).

Pre-train Stage. For SODA10M, the Pre-train stage is using the labeled domain D; to get
an initial model. For COCO, following the Unbiased Teacher [27], we use a small amount
of labeled data to pre-train a detector with 2000 iterations for fair comparisons.

DEC for SODA10M. For SODA10M, according to the similarity score provided by DEC,
we divide the whole unlabeled training set into 4 subsets. The earlier trained subset has a
higher similarity score than that of subset trained later.

Adapting to the COCO. Unlike the SODA10M dataset, there is no domain label in COCO
[4]. To adapt the DucTeacher for classical SSOD on COCO, we modify the proposed DEC.
First, we also pre-train a model only with the labeled data until 2,000 iterations then use
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the pre-trained model to evaluate the unlabeled data and obtain the average bboxes score
for each image. After that, we sort the unlabeled data in descending order according to the
average bboxes score and divide the unlabeled data into different phases. Unlabeled data in
each phase can be regarded as a similar difficulty degree. Also, we use the class distribution
of labeled data as the target for distribution matching.

4 Hyper-parameters

In this appendix, we study the hyper-parameters introduced by the DucTeacher, including
the threshold 7 and the scale factor u. We report the results in Table 2, which gives the
following observations. When the threshold 7 and scale factor u are set as 0.7 and 0.1, re-
spectively, DucTeacher achieves the best performance (48.4mAP). For the threshold 7, too
low or too high threshold 7 would both damage the performance, as a low threshold would
cause noisy pseudo-labels and a high threshold would discard much useful information. For
the scale factor u, too small scale factor u would cause the dynamic thresholding strategy
in DucTeacher hard to exert its effectiveness since too small scale factor (1 would cause the
thresholds for different categories in different domains almost the same, which cannot dy-
namically filter biased pseudo-labels. Too large scale factor u would also cause an unstable
dynamic threshold then affect performance. Since DucTeacher accumulates the pseudo-
label distribution according to each training iteration, too large scale factor u would cause
DucTeacher dependent on the sampling of each batch too much then affect the performance.

Table 2: Ablation study on the effects of different pre-defined thresholds 7 and different pre-
defined scale factors p.

T mAP APs5yg APy u mAP APsy APy
06 459 706 50.0 | 0.05 47.1 71.8 512
0.7 484 735 524 | 0.10 484 735 524
0.8 447 693 485 || 0.15 469 714 509

Table 3: The cross-domain generalization ability of weak-stong augmentation and EMA
mechanism. The table shows the ablation studies about mAP performance on weak-stong
augmentation (DucTeacher w/o aug) and EMA mechanism (DucTeacher w/o EMA).

Method Overall Daytime Night
Supervised-only 37.9 43.1 21.1
UMT 44.7 45.1 359
MT-MTDA 45.2 47.1 37.1
DucTeacher 48.4 49.6 40.7
DucTeacher w/o aug 39.1 44.9 22.4
DucTeacher w/o EMA 35.7 42.1 16.3

5 More experimental results on SODA10M

Table 4 further shows that the proposed DucTeacher can improve the mAP performance for
almost all the domains. Moreover, compared with the state-of-the-art cross-domain object
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Figure 2: Visualizations of the pseudo-labels produced on similar and dissimilar domain.
In the similar domain, there are fewer False Negatives errors (i.e., five ground truth objects
versus five predicted bboxes). While in the dissimilar domain, objects are hard to detect
and cause more False Negatives errors (five ground truth objects versus only two predicted
bboxes).

Table 4: Comparison of mAP for different semi-supervised methods on SODA10M detailed
in each domain. ‘-> means no validation image in this domain.

Model | Overall mAP | City street (Car) | Highway (Car) | Country road (Car)
| | Clear Overcast Rainy | Clear Overcast Rainy | Clear  Overcast
Daytime
Supervised \ 431 | 70.0 64.9 56.6 | 68.3 65.9 659 | 69.4 63.5
STAC [9] 453122 74.2 69.6 58.0 71.7 70.3 70.7 75.2 69.8
UMT [1] 45,1120 73.4 67.5 56.9 68.5 68.7 63.2 70.2 64.7
MT-MTDA [8] 47.140 71.8 66.0 529 | 683 67.8 69.8 | 745 67.5
Unbiased Teacher [7] 47,7406 73.0 68.1 55.3 69.1 62.0 71.3 72.6 70.0
DucTeacher (ours) 49.670° 76.7 68.5 55.6 69.5 70.0 71.6 73.5 69.1
Night

Supervised | 21.1 | 363 37.7 - | 315 37.3 79.5 | 389 72.8
STAC [9] 282471 455 46.8 - 46.2 45.6 837 | 472 754
UMT [1] 3591148 58.4 59.7 - 58.7 60.2 81.1 60.4 722
MT-MTDA [8] 37.1+160 60.4 61.2 - 60.7 62.2 80.6 | 62.4 73.6
Unbiased Teacher [7] 3971186 65.3 66.2 - 66.2 67.2 83.6 67.5 75.2
DucTeacher (ours) 40.7+19-6 65.3 67.0 - 66.8 67.4 84.3 67.7 76.5

detection method UMT [1] and our implemented multi-target domain adaptation method
MT-MTDA [8], the proposed method DucTeacher shows prominent superiority, which out-
performs the UMT and MT-MTDA about 3.7mAP and 3.2mAP respectively, as shown in the
main paper. Also, as shown in Table 4, it is interesting that our DucTeacher performs better
than UMT and MT-MTDA on both the daytime domains (source) and the night domains
(target). The key to the great performance of our DucTeacher on the multiple unlabeled do-
mains is the "weak-strong data augmentation” and "EMA mechanism", where the ablation
experiments are shown in appendix 6.

How dose domain shifts affect semi-supervised object detection ? In our main paper,
the first thing is that models trained in a similar (easy) domain would perform poor in the
dissimilar (hard) domain, which would cause the the produced pseudo-label contain lots of
noise. Motivated by this, we design our DucTeacher which includes two curricula to han-
dle the noise pseudo-label in two levels, the training order of data from different domains
and the adjustment of pseudo-label thresholds for different domains. Except for these two
perspectives, there is also an interesting distinctive problem in semi-supervised object detec-
tion, where models produce high-confidence pseudo-box in different levels for easy domains
and hard domains. As shown in Figure 2, the high-confidence pseudo-box predicted in the
similar (easy) domain is more than that in the dissimilar (hard) domain. The less predicted
boxes would cause the False Negatives error in object detection, which causes that the model
suppress the activation and tends to predict all the object as background.
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6 Why dose DucTeacher have a good cross-domain
generalization ability?

In the main paper, we have shown that DucTeacher has a good cross-domain generalization
ability. In this appendix, we further analyze the reason behind it. In Table 3, we analyze
the effectiveness of weak-strong augmentation and EMA mechanism for the cross-domain
generalization ability of our DucTeacher. Compared with the supervised method, the main
improvement of DucTeacher is in the Night domain, which is 19.6mAP improvement com-
pared with the 6.5mAP improvement in the Daytime domain, as shown in Table 3. More-
over, DucTeacher also shows a higher cross-domain generalization performance compared
with the existing state-of-the-art cross-domain object detection method UMT [1] and multi-
target domain adaptation method MT-MTDA [8]. We find the reason for the high cross-
domain generalization ability of our DucTeacher is the combination of weak-strong augmen-
tation and exponential moving average (EMA) mechanism. As shown in Table 3, without
weak-strong augmentation or EMA mechanism, the performance drops greatly, especially
in the Night domain, where the decreasing performance is 18.3mAP and 24.4mAP. With
the combination of weak-strong augmentation and EMA mechanism, DucTeacher produces
the pseudo-labels on the weakly-augmented images and the pseudo-labels would be used
for the strongly-augmented images. This weak-strong consistency regularization guarantees
DucTeacher’s high cross-domain generalization ability. Besides, the EMA mechanism grad-
ually updates the DucTeacher model to construct a temporal ensembles model of student
model in different steps, which can produce more reliable pseudo-labels for self-training.
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