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Abstract
Deep Neural Networks (DNNs) for perception in automated driving have been exten-

sively studied, while achieving strong results in detection performance on pre-annotated
test sets. However, there has been a gap in the literature on a systematic analysis of DNNs
behavior to investigate the factors contributing to their misbehavior. As part of DNNs
safety, we propose to both analyze DNNs behavior in challenging scenarios as well as
the respective factors that actually contribute to their misbehavior. Although some of
such factors have been studied individually, there is not a thorough study to compare
all together in a systematic manner to unveil the impact of each factor leading to DNNs
failures. In this paper, we propose an approach to evaluate the DNNs performance lim-
iting factors (PLF), and their contribution to the DNNs misbehavior. Accordingly, we
analyze seventeen factors from the literature, introduce four novel factors and conduct
an assessment on all of them to assess their potential as a PLF. Furthermore, we evaluate
our results based on six state-of-the-art pedestrian detection DNNs including three de-
tection tasks. For our experiments, we study a synthetic as well as a real-world dataset
for pedestrian detection. We show that there exist various similarities and dissimilarities
when comparing the PLF from a synthetic dataset to a real one, and discuss the causes
and effects of such relations. Furthermore, we provide an approach to analyze the com-
mon factors from both real-world as well as synthetic datasets which might have similar
effects on various DNNs performance.

1 Introduction
Deep Neural Networks (DNNs) are a static part of most of the visual perception systems
within automated driving. There have been manifold publications introducing new archi-
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Figure 1: Examples of different factors contributing to the possible performance drop of
the DNNs. The top row examples are from the KI-Absicherung dataset which include dis-
tance, wetness, fog and contrast factors. The bottom row examples are from the CityPersons
dataset, which include brightness, occlusion, crowdedness and distance factors.

tectures, training methods, loss functions, etc. to increase the detection performance of
such DNNs on one hand, and their efficiency in training as well as inference on the other
hand [2, 16, 17, 39]. However, like any other data driven method, DNNs are also affected by
the quality of the dataset used for their training. Therefore, it is important to focus not only
on e.g. the architecture, and training procedure but also the dataset used for training. Based
on that, there have been previous publications focusing on the factors present in the dataset
that might contribute to the overall DNNs performance [11, 23, 32, 34, 38]. In other words,
factors, whose existence or their lack of existence can be crucial for the DNNs to provide
an accurate prediction. However, to the best of our knowledge, no previous publication has
reported a systematic performance limiting factors analysis on DNNs that can lead to com-
parable conclusions about the impacts of such limiting factors on the DNNs performance.

In this paper, we discuss the conditions that define a performance limiting factor (PLF)
and the properties that one needs to consider while studying PLFs. Based on that, we study
the correlation of 21 factors and discuss their effect as a PLF individually, out of which,
four are novel factors that are introduced in this paper. Furthermore, we perform our large
scale analysis on six of the state-of-the-art (SOTA) DNNs that cover three detection tasks
including 2D object detection, 2D instance segmentation, and keypoint detection. Based on
that, our contributions are as follows:

• We discuss the conditions that would define a performance limiting factor.
• We collect and analyze 17 factors from the literature.
• We extend the known limiting factors to 21 by introducing four novel factors.
• We perform cross model as well as cross task analysis including six DNNs and three

detection tasks on a synthetic and a real-world pedestrian detection dataset.

The rest of the paper is organized as follows: we introduce the related work from the
literature in Section 2; the definition of the PLF as well as all the considered factors are in-
troduced in Section 3; the experiment setup is discussed in Section 4; the results are reported
and discussed in Section 5; finally, the paper is concluded in Section 6.
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2 Related Work
The recent works in tackling the causes behind the DNNs miss-performance approach this
problem with different perspectives, from deep analysis of the training dataset to find causes
of failures to using such causes against the DNNs for adversarial attacks. Gauerhof et al. [11]
introduced various image artefacts which affect the performance of a DNNs and thus the
overall safety of the system. Saad and Schneider [34] studied the effect of image vignetting
on the DNNs training, while Tian et al. [37] used it as an adversarial attack. Lens flare is
another camera artefact added to the images which can cause significant performance drop
in DNN [6]. Therefore, Wu et al. [41] introduced methods on how to train DNNs on images
with flare, Nussberger et al. [26] discussed the ways to do object tracking in such cases, and
Qiao et al. [30] introduced a method to remove lens flare from the training images.

Ramanagopal et al. [32] reported that the DNNs perform better in sunny weather than in
cloudy and general overcast weather. Teeti et al. [36] and Qu et al. [31] used CycleGANs
to improve the detection performance in night time, low illumination and the cases of water
droplets. Sotelo et al. [35] also reported that sunrise and sunset and different wetness levels
can affect the performance of a DNN. Yoneda et al. [42] and Michaelis et al. [24] discussed
the challenges for identifying adverse weather conditions such as sun glare, rain, fog, and
snow. Bijelic et al. [4] introduced a new dataset that includes multi-sensor data and covers
different weather conditions. Ogunrinde and Bernadin [27] used a CycleGAN to defog the
images to increase the performance, while Huang et al. [15] introduced the DSNet, which
is an architecture designed to tackle object detection in fog. Kenk et al. [18] introduced the
DAWN dataset, which contains different weather conditions including fog, snow, rain and
sandstorm. Musat et al. [25] and Von Bernuth et al. [3] introduced methods to augment dif-
ferent weather conditions to the image samples, which led to a boost in the DNNs detection
performance. Pepe et al. [29] had used CNN and bi-directional long-short term memory
networks (BLSTM) to detect the wetness type of the road by using the noise coming from
the tires recorded by specific microphones.

The effect of scenes crowdedness and the relative positions of the objects on the DNNs
performance are also studied. Based on that, Wang et al. [40] and Liu [21] reported on the
challenges of detecting pedestrians in the crowd and suggested different methods for increas-
ing the detection performance in such cases. Besides that, Lyssenko et al. [23] reported on
the effect of distance on the pedestrian detection DNN. Moreover, Bayzidi et al. [2] imple-
mented a pipeline for augmenting different occlusion patterns into images to study the effect
of occlusion in classification tasks. To the best of our knowledge, we could not find sophis-
ticated test based approaches to study the above mentioned cases in a single setup to unveil
the effect of such challenges compared to each other. Therefore, we implement and test all
of the above mentioned factors and introduce four novel factors. We show how one can use
such a conducted evaluation to shortlist the factors that have high impact in detection per-
formance which might lead to developing strategies to increase the detection performance
based upon.

3 Method
In this section, we first discuss the definition of a performance limiting factor (PLF) and then
introduce all the factors that are implemented and tested in detail.

Performance Limiting Factor (PLF): A factor is considered performance limiting, if
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the presence of the respective factor in the input data causes significant drop in detection
accuracy of the DNNs, such as precision and f1 score for image level and recall for object
level factors. An intuitive way of considering a factor as PLF would be to analyze the cor-
relation of such a factor to the DNN’s performance. However, one should notice that the
performance of a DNNs might be low in specific PLF levels due the under-representation of
the data in such levels, that would cause the DNNs not to converge well for such data, or
over-fit to other levels that are more frequent in the training dataset. Therefore, we consider
a factor as a PLF, if there exists a correlation of such a factor with the performance of the
DNNs regardless of the frequency of such a factor in the training dataset. In the follow-
ing, we introduce the factors we have analyzed to be considered as a PLF. These factors are
categorized into three categories based on the properties they are addressing, which include
image intensity, geometrical properties, and meta annotations. Moreover, they can either be
extracted per object sample or image sample.

3.1 Image Intensity
The factors falling into this category are the ones that are extracted based on the image pixel
intensity values, which often require image processing methods to extract. Therefore, we
utilized established image processing techniques to extract them.

Edge Strength: The edge strength s(X) represents the magnitude M of the edges pre-
sented in the image X , which is converted to grayscale in advance. The magnitude is calcu-
lated as follows:

M(X) =
√

dx(X)2 +dy(X)2, (1)

while dx and dy are calculated using a Sobel filter [5] to extract the vertical as well as the
horizontal edges presented in the image. As the magnitude function returns a vectors of size
x×y, where x and y are the width and height of the input image respectively, we convert this
vector to a single normalized number to be quantified as follows:

s(X) =
1

P(X)×255

P(X)

∑
i

M(i), (2)

where P(X) represents the number of pixels of the input image X .
Boundary Edge Strength (ours): Indicates cases when the objects boundary is blended

into the surrounding background due to low illumination or color similarity, e.g. when a
pedestrian is wearing a black jacket and standing in front of a building with a dark texture.
To calculate this factor, we simply take the magnitude vector M(X) calculated in (1) and
mask it based on a boundary mask, which we compute by subtracting a dilated version of
the binary pedestrian mask from an eroded version to extract a zone around the boundary of
the object. We then take the mean of this masked vector based on (2).

Background Edge Strength (ours): Indicates cases with highly salient features in the
background that might affect the decision of DNNs by deviating its attention to such highly
salient features. Therefore, we mask the magnitude vector M(X) from (1) after converting
the image to greayscale to remove the pedestrian from it and take the normalized mean of
the remaining area using (2).

Contrast: This factors indicates the contrast of the image as a limiting factor. The
contrast of a grayscale image is calculated as follows:

c = σ(X
′
)/128, (3)
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where σ is the standard deviation of the input vector, and X
′

is the masked input image to
contain only the object bounding box vector.

Contrast to Background (ours): Indicates the contrast difference between foreground,
i.e. the object, and its surrounding background for the cases when there is a low contrast
object in high contrast background, e.g. in a sunrise time, when the camera is facing towards
the sun, the object in the foreground might have a very low contrast, as the camera lenses are
capturing the strong light beams from the sun. To do so, the contrast of the foreground and
background are calculated using (3). Afterwards, the absolute difference of the two contrast
numbers is taken as the value for this factor.

Brightness: The simple mean of the grayscale image vector normalized by diving by
255 is calculated as the brightness factor.

Foreground Brightness: The mean of the image intensities inside the bounding box
area is calculated as the foreground brightness.

Object Entropy: The Shannon Entropy of the area within the bounding box is extracted
for this factor. Based on that, objects which have a higher entropy, tend to contain more
information, and the ones with lower entropy would have less information within them,
therefore causing the DNNs to struggle in detecting them. To calculate the Shannon Entropy
of an object, we used the Shannon Entropy formula in [12] directly from the Scikit-Learn
library [28] as follows:

H(X) = EX∼P[I(X)] =−EX∼P[logP(x)], (4)

where X is the input image cropped to the bounding box of the studied object, I(X) =
logP(X) represents the information content of X , and P(X) is the number of pixels in in
X .

3.2 Geometrical Properties

These factors are extracted from the geometrical properties of the object, out of which, some
might require different annotation formats, which are explained in the following.

Crowdedness (ours): We define crowdedness as a quantitative value calculated per ob-
ject which indicates if an object is close to other objects of the same class. To calculate this
value, we take the cumulative overlap of its bounding box b with the nearby bounding boxes
of the same class b

′
as follows:

O(b,b
′
) =

min(A(b),A(b
′
))

max(A(b),A(b′
))

×|b
⋂

b
′ |, (5)

where A(b) is the area of the bounding box b and |b
⋂

b
′ | is the intersection of the two

bounding boxes. We then calculate the crowdedness factor C(b) as the cumulative relative
overlap of one bounding box with all the other bounding boxes in the same input image as
follows:

C(b) = ∑
O(b,b

′
)

A(b)
∀b

′ ∈ B\b, (6)

where B\b is the set of all the bounding boxes except the current one in the input image.
Bounding Box Height: Bounding box height is defined as the height of the object in

terms of number of pixels based on the bounding box dimensions.
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Bounding Box Aspect Ratio: Indicates the cases when the bounding box is distorted be-
cause of uncommon posture of the object or the view angle of the camera, which is calculated
as the height to width ratio.

Visible Instance Pixels: There might be cases, when the bounding box has a normal
aspect ratio, but the number of pixels which are truly representing the studied object are
changing. This factor can reveal such cases when studied along with other factors such as
bounding box height. However, to extract the visible pixels, one needs to have the semantic
instance segmentation annotations, which is not available in many datasets.

3.3 Meta Annotations

The factors of this category cannot be extracted and are annotated as meta annotations either
for the whole image or for the object. Therefore, this depends on whether the dataset contains
these meta annotations.

Lens Flare Intensity: There are cases when the camera is facing towards a light source
such as sun, which might introduce an artefact called lens flare. The lens flare intensity is
not easily measurable in a real dataset. Therefore, we analyse this factor in our experiments
based on the synthetic dataset we used for training. The data samples with lens flare are
generated directly by the simulation engine under certain environmental conditions, such as
the camera facing sun with specific angles.

Vignette Intensity: Vignette is a filter that is applied to the images to darken the edges
around the image. The aforementioned synthetic dataset also includes samples with different
vignette intensities along with their intensity values.

Fog Intensity: Depending on the humidity and other weather conditions, fog can be
present in the input data with different intensities, which are not easily quantifiable in real
world. Similar to the previous two factors, this factor is also directly available in the used
synthetic dataset, which indicates the intensity of the fog added to the individual image
samples.

Daytime Type: The daytime type is a categorical factor which includes three different
categories including “day”, “low sun position” and “medium sun position”.

Sky Type: Sky type is a categorical factor including “clear”, “partially clouded” and
“fully clouded”.

Wetness Type: As another categorical factor, this factor represents different weather
conditions that can cause different wetness levels on the streets. This factor includes the
values “dry”, “slightly moist” and “wet with puddles”.

Occlusion Ratio: This factor represents the relative occlusion ratio, i.e. the amount of
visible area compared to the object full area. However, estimating the occlusion can not
be easily done, when the full object segmentation masks are not available. Fortunately, we
were able to estimate this factor also for the CityPersons [43] real dataset using the instance
segmentation masks provided by the dataset.

Truncated: Similar to occlusion, this factor indicates if the object is truncated by being
on the edges of the input images and therefore cropped to the image dimensions. However,
it is only a binary factor representing if the object is truncated or not, which can only be
considered if the annotations provided by the dataset include such information.

Distance: Indicates the distance of the object to the recording camera in meters. This
can be extracted from the LIDAR information, which was provided for both of the studied
datasets.
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Task CityPersons KI-Absicherung Speed
AP 50:.05:95

COCO AP 50
PASCAL VOC LAMR 50 AP 50:.05:95

COCO AP 50
PASCAL VOC LAMR 50 Frames/Sec

FasterRCNN [33] 2D-OD 0.51 0.81 0.61 0.57 0.90 0.51 14.65
FCOS [38] 2D-OD 0.56 0.83 0.38 0.61 0.90 0.32 16.16

RetinaNet [20] 2D-OD 0.50 0.80 0.42 0.52 0.86 0.40 15.35
SSD300 [22] 2D-OD 0.18 0.44 0.83 0.21 0.54 0.86 97.08

MaskRCNN [14] Ins. Seg. 0.52 0.80 0.61 0.54 0.89 0.51 9.99
KeypointRCNN [14] KP 2D – – – 0.58 0.90 0.50 4.03

Table 1: The training results of the pedestrian detection networks on different tasks and
datasets. The tasks include: 2D object detection (2D-OD), semantic instance segmenta-
tion (Ins. Seg.) and keypoint detection within 2D object detection (KP 2D). The trained
networks include FasterRCNN [33], FCOS [38], RetinaNet [20], SSD [22] with the input
image size of 300×300, MaskRCNN and KeypointRCNN [14]. The evaluation metrics in-
clude the COCO [19] evaluation metric with an IoU threshold range from 0.5 to 0.95 with
the step size of 0.05 (higher is better), the PASCAL VOC [10] metric with an IoU thresh-
old of 0.5 (higher is better) and the Log-Average Miss Rate (LAMR) [9] metric with an
IoU threshold of 0.5 (lower is better). The trainings are done on two datasets, namely the
CityPersons [43] and the KI-Absicherung [1] dataset.

4 Experimental Setup

In this section, the experiment setup for our experiments are introduced. We have imple-
mented and trained six of the state-of-the-art detectors for pedestrian detection within auto-
mated driving scenarios with three different sub-tasks, including:

• 2D Object Detection: which we trained the well known FasterRCNN by Ren et
al. [33], the FCOS by Tian et al. [38], the RetinaNet by Lin et al. [20] and the SSD by
Liu et al. [22].

• Semantic Instance Segmentation: which we trained the MaskRCNN network by
He et al. [14].

• Key-point Detection: which we trained the KeypointRCNN by He et al. [14].

The instance segmentation and keypoint detection networks are from the well known
RCNN family which have similar architectures compared to FasterRCNN. We chose to em-
ploy those networks since they offer the possibility to extract (dis-)similarities when only
changing the detection heads, therefore enabling us to comparatively analyze PLFs of highly
similar network architectures across different tasks. All of the aforementioned networks
were trained on the synthetic dataset produced in the KI-Absicherung project [1] with more
than 200,000 samples on a ResNet [13] backbone with 50 layers, which was pre-trained
on the ImageNet dataset [8]. Furthermore, all of the aforementioned networks except the
KeypointRCNN were also trained on the publicly available CityPersons real dataset [43]
which is extracted from the Cityscapes [7] semantic segmentation dataset with 3500 samples.
For training the aforementioned DNNs on the CityPersons dataset, we used the pre-trained
weights from the KI-Abischerung dataset. The training details as well as the parameters are
discussed in the Supplementary Section ??. Furthermore, we have limited the distance of
the pedestrians to the camera to be below fifty meters in our evaluations. The reason behind
this decision was that the KI-Absicherung dataset is generated mainly in the urban traffic
area and there are considerable amount of pedestrians in far distances that challenged the
evaluation of the DNN. This decision makes it easier to evaluate factors other than distance,
which is clearly a PLF from previous studies. Consequentially, for the purpose of an equiv-
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Figure 2: The correlation results of the three of the factors to be considered as PLF (top row)
and three factors to not be considered as PLF (bottom row) averaged over all the six trained
models on KI-Absicherung dataset and the five models trained on the CityPersons dataset.
The x-axis represents the normalized values of the factors, and the y-axis the recall. The lines
represent the local regression correlation of each factor and the according local performance.
The histogram is calculated upon the frequency of each factor value in the respective dataset.

alent evaluation, we have also limited the pedestrians presented in the CityPerson dataset to
be within the fifty meters distance from the camera.

5 Results and Discussion

In this section, we discuss our observations after analyzing the results of the aforementioned
experiments. The results of the training are presented in Table 1. One can observe from
this table that different DNNs achieved similar results on both of the datasets except for the
SSD300, which is a much smaller and faster DNNs compared to the others, and achieved
the least performance among the all. The training parameters and details per each DNNs are
presented in the supplementary section. Examples of images with different factors are shown
in the Figure 1. These include distance, wetness, fog, brightness vignette and contrast. As
one can observe from this images, there is a probability that one sample image can have
different levels of one individual factors in different regions, i.e. high contrast in the sun and
low contrast in the shadow on the same image. There is also the chance that an image might
have different factors all together, e.g. crowdedness and occlusion. Such examples make the
analysis of a single PLF on a single image hard, as there is no strategy to distinguish the
contribution of each PLF to the possible low performance of the DNNs in one single sample.
Based on that, we argue that, in order to understand the effect of a single PLF on a DNNs
performance, one needs to evaluate it globally over the whole dataset rather than on individ-
ual data samples. This includes visualizing different correlation graphs and calculating the
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correlation coefficient of different factors with the networks performance. While studying
the performance of the DNNs w.r.t. the factors that are calculated per each object, calculat-
ing precision and other metrics that require false positives would be impossible. Therefore,
we suggest to consider only recall as the standard metric for studying the performance cor-
relation with such factors. For the factors that are extracted per image, we report on both the
recall and the f1 score.

Correlation Graphs: the results on the correlation graphs can be found in Figure 2.
As one can observe from this graph, the results are shown for three of the factors that can
be considered as PLF (top row) and three which do not follow our definition and criteria
of a PLF (bottom row). These include object occlusion, object distance, object boundary
edge strength, image brightness, image contrast and object contrast to background. It can
be observed from this figure that the histogram of the individual factor levels are different
between our real-world and synthetic dataset. In other words, the real-world dataset has a
more diverse histogram, while the synthetic one is either normal or skewed to left or right,
having a unimodal shape. On the other hand, one can observe that the object occlusion has a
higher correlation with performance. Based on our definition of a PLF in 3, we argue that in
order for a factor to be a PLF, there should be a strong correlation between the performance
and the factor on one hand, and no observable correlation between the factor frequency his-
togram and the performance on the other hand. Particularly, the correlation between the
factor and the performance should not stem from the under/over representation of data lead-
ing to under-/overfitting of the network to specific data properties. Based upon this, one
can observe that the aforementioned conditions are observable for the top three factors illus-
trated in Figure 2, while not observable for the bottom three. Furthermore, after qualitative
inspections on the individual DNNs which can be found in Supplementary Section ??, we
did not observe significant differences in the correlation trend among different tasks. More
specifically, as we have trained the semantic instance segmentation and keypoint detection
DNNs from the RCNN architecture, we compared these two with the FasterRCNN DNN
for 2D object detection and observed no significant difference in performance trend among
different factors.

The correlation coefficient results of all the studied factors are illustrated in the Fig-
ure 3. As the number of total factors extracted for the CityPersons dataset are lower than the
KI-Absicherung dataset, a direct comparison of all the factors among the two datasets was
not possible. Firstly, one can observe that there are various factors that have a very similar
correlation coefficient for both of the datasets, e.g. occlusion, entropy, contrast, etc., while
there are other factors that have a bigger difference, such as contrast to background, fore-
ground brightness and edge strength. However, as the correlation coefficient is not the only
metric to assess for the existence of a PLF, we also utilized a qualitative inspection of the
graphs such as the ones illustrated in the Figure 2 to evaluate the factors for PLFs. Based on
that, one can observe that some factors such as boundary edge strength can be considered as
PLF despite their low correlation coefficient. This is only observable by such a qualitative
inspection, where one can realize that there exists a strong correlation with the respective
factor while having a general low correlation coefficient. Consequently, we selected the oc-
clusion, distance, boundary edge strength (ours), background edge strength (ours), height,
crowdedness (ours), edge strength, fog intensity, and wetness types as PLF, and disregarded
all the others factors as non-PLFs. Based on this analysis, occlusion had the most significant
effect among the selected metrics as PLF. However, we do not suggest to immediately reject
the second group of factors before enhancing the training datasets with more samples of the
respective factor to equalize the histogram distribution and re-assessing their effect on DNNs
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Figure 3: The results of the correlation coefficients calculated between the studied factors
and the models recall values, averaged over all the trained models. X-axis include all the
studied factors, while y-axis the according correlation coefficient values. The factors from
left to right include brightness, contrast, edge strength, bounding box height, bounding box
aspect ratio, visible instance pixels, occlusion ratio, distance, foreground brightness, contrast
to background, object entropy, background edge strength, boundary edge strength, object
crowdedness, fog intensity, lens flare intensity, daytime, sky type, wetness, and truncated.
Orange bars represent the results from the KI-Absicherung dataset, and the blue bars repre-
sent the results from the CityPersons dataset.

performance. This could possibly lead to alleviation of the effect of some of the factors that
stem from dataset bias.

This paper is one of the first studies to investigate the impact of multiple factors on the
performance of DNNs systematically. Out of these experiments, we studied multiple DNNs
with three different tasks. We encourage further research with other DNN architectures to
investigate the consistency of PLFs across different architectures and different tasks and
to introduce thresholds on the losses in performance. Along with enhancing the training
datasets using the aforementioned methods to remove the dataset bias w.r.t. different factors,
other future works would include optimization techniques and loss functions to alleviate the
effect of such factors. Finally, the authors suggest to also investigate multiple performance
metrics as well as other tasks to extract and study the effect of such factors on the DNNs
performance.

6 Conclusions

In this paper, we discussed the concept of the DNNs performance limiting factors (PLF) and
proposed an approach to define a factor as a PLF. Based on that, we have analyzed seventeen
factors from the literature alongside with four novel factors, out of which nine can be consid-
ered as PLF. We have analyzed six state-of-the-art DNNs that cover three tasks including 2D
object detection, semantic instance segmentation and keypoint detection trained and tested
on a large scale synthetic dataset and a smaller real-world dataset. We have shown in our
experiments that regardless of the data distribution, a PLF could always hinder the DNNs
to predict accurately. We have shown that such PLFs affect the DNNs even across different
tasks and with different architectures similarly.
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