Abstract

Ensemble of predictions is known to perform better than individual predictions taken separately. However, for tasks that require heavy computational resources, e.g. semantic segmentation, creating an ensemble of learners that needs to be trained separately is hardly tractable. In this work, we propose to leverage the performance boost offered by ensemble methods to enhance the semantic segmentation, while avoiding the traditional heavy training cost of the ensemble. Our self-ensemble approach takes advantage of the multi-scale features set produced by feature pyramid network methods to feed independent decoders, thus creating an ensemble within a single model. Similar to the ensemble, the final prediction is the aggregation of the prediction made by each learner. In contrast to previous works, our model can be trained end-to-end, alleviating the traditional cumbersome multi-stage training of ensembles. Our self-ensemble approach outperforms, by the time of the publication, the previous state-of-the-art on the benchmark datasets Pascal Context and COCO-Stuff-10K for semantic segmentation and is competitive on ADE20K and Cityscapes. Code is publicly available at https://github.com/WalBouss/SenFormer

1 Introduction

Semantic segmentation is the task of assigning each pixel of an image with a semantic category. Its many applications include robotics, autonomous cars, medical application, augmented reality and more. Most segmentation methods follow an Encoder-Decoder scheme.
Figure 1: **SenFormer architecture.** (Left): The features extracted by the backbone $\{C_2, C_3, C_4, C_5\}$ are enhanced in a feature pyramid to produce spatially and semantically strong features maps at every level of the pyramid $\{P_2, P_3, P_4, P_5\}$. Each set of features is decoded by a different learner in the ensemble and the learners’ predictions are merged. (Right): architecture of the transformer block.

The encoder extracts the relevant features of the image to characterize each pixel, a process usually involving down-sampling the feature maps to increase the receptive field of the model. The decoder up-samples the feature maps to both recover the spatial information and produce a per-pixel classification. In [30] the authors extended this procedure to fully convolutional network (FCN), which paved the way for later work to achieve impressive results on various segmentation datasets and has since dominated the field of semantic segmentation, let it be for medical [17, 34], self-driving cars [35] or robotics applications [18]. Follow up work mainly focused on enhancing FCN to mitigate the inherent locality of the convolution operation. Some examples are the atrous convolution that introduces holes in convolution kernel [3, 4], the pyramid pooling module (PPM) that aggregates context information using different kernel pooling layers, and [44] that combine the PPM and the feature pyramid network (FPN) [27] to capture context information at different resolutions.

The starting observation of this paper was that the combined use of a backbone and an FPN-like method [14, 20, 27, 28, 37, 41] allows extracting multiple features sets at different scales for a single image with a unique forward pass. Furthermore, in [27] the authors show that these features are both semantically and spatially strong at each level of the feature pyramid. Consequently, one has access to multiple features representations of the same image that carry different contextual information at different scale and are loosely correlated (as shown in [41]). This raises questions about the optimal way to use these multi-scales features. A canonical use is UperNet [44], which concatenates the multi-scale feature maps before feeding them to a decoder. However, this paper argues that the "features fusing" strategy consisting of merging the different sets of features maps and letting the model decide which one is important is sub-optimal and often computationally expensive. Indeed, in UperNet, the four pyramid levels are concatenated and merged by a convolution, which by its own involves 155G FLOPs, thus making the "features fusing" strategy FLOPs intensive. Moreover, we hypothesize that a single decoder cannot fully take advantage of the multi-scale features that contain different views of the same objects of interest. Hence, the model may focus on one view and overlook valuable features. This "multi-view" hypothesis is indeed supported by a recent study: in [1] the authors argue that in vision datasets, objects can be
recognized using multiple views and show that in the context of image classification, for a given weight initialization, a model will learn to focus on particular views while discarding others.

To overcome the limitations of "features fusion" strategies, we propose and study a different approach to exploit the FPN multi-scale features. Our approach feeds independent decoders with features coming from different levels of the feature pyramid, and then combine the segmentation maps together, hence avoiding expensive features fusion operations. Since the inputs to the learners (i.e., decoders) come from different levels of the feature pyramid that differ in scale and contain different spatial and semantic information and that the learners are independent, our method can be interpreted as a form of self-ensemble segmentation. Usually, the learners of an ensemble must be trained independently. In this work, we show that, in the context of semantic segmentation, this condition can be relaxed and imposed solely to the decoders. Our experiments show that – all else being equal – this strategy improves UperNet performance. However, increasing the number of decoders/learners inevitably increases parameters number. Overall, our observations on self-ensemble performance effectiveness but parameter burden, lead us to design a transformer-based model: SenFormer (Self-ensemble segmentation transFormer). Our motivation for using transformer-based learners is that besides transformers’ ability to capture long-range dependencies, it has been observed [10, 22, 24] that recursively applying the same transformer block to the same input features can produce similar – if not better – results than using different blocks while reducing the number of parameters and overfitting. Ultimately, our method has fewer parameters and FLOPs than UperNet and performs better.

Overall, our SenFormer approach achieves excellent results on various benchmark datasets. Specifically, it outperforms similar architectures [20] that use "feature fusion" strategy, suggesting that our self-ensemble approach effectively leverages the expressive power of ensemble methods. In particular, SenFormer achieves 51.5 mIoU on the benchmark dataset COCO-Stuff-10K [2] and 64.0 mIoU on Pascal-Context [31], outperforming the previous state-of-the-art by a large margin of 6 mIoU and 3.0 mIoU respectively. SenFormer is also on par with state-of-the-art methods on Ade20K [48] and Cityscapes [9]. To summarize, our goal is to show that self-ensemble is a more efficient and effective way to leverage multi-scale features for segmentation than "features merging" strategies. To illustrate our point, we proposed SenFormer architecture. We motivate this goal by the observation that each scale of a feature pyramid carries a different amount of contextual information that a single decoder cannot fully exploit. We, therefore, adopted a divide-and-rule policy (self-ensemble), where each learner focuses on one scale. However, increasing the number of learners also increases the parameters, hence the exploration of weight sharing strategies.

2 Method

In this section, we first present the general framework of our method based on self-ensemble as shown in figure 1. Then we detail the different merging strategies. Finally, we describe learners’ architecture and the different weight sharing strategies.

Following notations in [9, 13, 22], we denote \( C_i \in \mathcal{R}^{d_i \times \frac{H}{2^i} \times \frac{W}{2^i}} \) the output of the i-th stage of the bottom-up network (i.e. backbone) which has stride of \( 2^i \) pixels with respect to the input image, where \( H \times W \) is the spatial dimension of the input image and \( d_i \) the number of
channels. Similarly, we denote $P_i \in \mathbb{R}^{d \times \frac{H}{2^i} \times \frac{W}{2^i}}$ the output of the i-th stage of the top-down network (i.e. output of the FPN), where $d$ is the numbers of channels in all the feature maps of the FPN. We denote $N$ the number of class.

2.1 Self-Ensemble

In this paper, we approach the problem of semantic segmentation as that of a per-pixel classification. Therefore, learners predictions and the merging strategies will be described for an arbitrary pixel and can easily generalize to the whole segmentation map.

An ensemble traditionally consists of $M$ independently trained models called learners. For a given pixel, let denote $X_i \in \mathbb{R}^N$ the random variable parameterized by the output of the i-th learner for that particular pixel, which can be decomposed in $X_i = Y + \varepsilon_i$ where $Y$ is the target and $\varepsilon_i$ is the prediction error of the i-th learner.

The most straightforward way to merge different learners’ predictions is by averaging them. It is well known \cite{33} \cite{49} \cite{23} that the ensemble performance is usually better than the individual learners.

Classical statistics suggest that when the predictions are roughly independent, the last term in equation 1 is close to zero and therefore averaging greatly reduces the noise.

$$Var\left( \frac{1}{M} \sum_{i=1}^{M} \varepsilon_i \right) = \frac{1}{M^2} \sum_{i=1}^{M} Var(\varepsilon_i) + 2 \frac{1}{M^2} \sum_{i<j} Cov(\varepsilon_i, \varepsilon_j).$$ \hspace{1cm} (1)

On another note, a recent study suggests that this hypothesis might not hold in the context of deep learning. In \cite{1}, Allenzhu et. al, acknowledge that for the task of image classification, the different learners learn to detect different views/features of the object of interest depending on their weight initialization. However, there are some images taken from a particular angle where the learned features may be missing. Hence, when the ensemble is large enough, all possible views are captured, thus increasing the model’s accuracy. Note, however, that it is not clear in \cite{1} if this result also holds for semantic segmentation. Either way, a key requirement is that the learners’ predictions must be independent, let it be for the variance reduction or the multi-view hypothesis.

Total independence of the predictions implies tediously training multiple independent models. In this paper, we aim at relaxing the independence hypothesis to reduce the training cost, while maintaining the performance benefits of ensemble. To do so, the learners/decoders share the same backbone but receive input features coming from different levels of the feature pyramid, i.e., $\{P_2, P_3, P_4, P_5\}$, as shown in figure 1.

Nevertheless, it is observed that if one trains the different learners of an ensemble altogether (i.e., applying the loss on the merged prediction), the performance boost offered by the ensemble disappears \cite{1}. However, we show in our experiments that it is not the case in our setting. We hypothesize that it is because each learner is independently initialized (as in ensemble) and receives different inputs, therefore alleviating the need for separate training. In this manner, several segmentation predictions can be obtained with only a single forward pass of the input image.

2.2 Merging strategies

We describe the different methods considered to merge the different learner predictions (during inference).
Averaging. It is the most commonly used method for prediction merging as no additional trainable parameters are required. The merged prediction $X_{avg}$ of $M$ learners is obtained by: $X_{avg} = \frac{1}{M} \sum_{i} X_i$

Product. The predicted probability for each pixel is multiplied rather than average. That way, more weight is given to learners with high confidence. The merged prediction $X_{prod}$ of $M$ is given by: $X_{prod} = \prod_{i=1}^{M} X_i$.

Majority vote. Each learner assigns a vote to the class with the largest confidence.

Hierarchical Attention. We borrow the "attention module" from [38] that is used to learn a relative attention mask between adjacent scales. The module consists of $(3 \times 3 \text{ conv}) \rightarrow (\text{BatchNorm}) \rightarrow (\text{ReLU}) \rightarrow (3 \times 3 \text{ conv}) \rightarrow (\text{BatchNorm}) \rightarrow (\text{ReLU}) \rightarrow (1 \times 1 \text{ conv}) \rightarrow (\text{Sigmoid})$, where the last convolution output a single (attention) map. In the original paper, the module is fed with the same input features maps of the decoder. Another variant would be to use the segmentation logits (decoder’s output) instead. In our experiment, we tried both and found the latter to work better with SenFormer. Since SenFormer has four learners, we need 3 "attention modules" to predict the relative attention maps.

Explicit Attention. We used the same "attention module" as for Hierarchical Attention [38], but trained it to predict a dense mask for each scale rather than a relative mask.

Surprisingly, our experiments found the simple "averaging" strategy to perform better than others, except for the "hierarchical attention" (Table 4). However, given the performance boost of the "attention module" is limited, it does not justify the overhead complexity. Therefore, SenFormer uses the "averaging" as the default merging strategy since it yields high performance without requiring additional parameters.

2.3 Learner architectures

Hereafter, we described the architecture of a single learner/decoder. As depicted in Figure 1, the $i^{th}$ decoder branch takes as input the features coming from the corresponding level of the FPN (with stride $s_i$) $P_i \in \mathbb{R}^{d \times \frac{H}{2^i} \times \frac{W}{2^i}}$, as well as a set of $N$ learnable embeddings termed as class embeddings, $\text{cls}_i = [\text{cls}_1^i, \ldots, \text{cls}_N^i] \in \mathbb{R}^{N \times d}$, where $N$ is the number of class. In this respect, there is one learnable class embedding $\text{cls}_k^i$ per segmentation class and per level in the feature pyramid.

Each decoder is a transformer composed of $L$ layers whose architecture is inspired by the traditional transformer [39]. Note however that a "pre-norm" strategy is used in place of "post-norm" for the placement of Layer Normalization (LN), i.e., the skip connections inside each transformer block are not affected by the LN [32] (see ablation study in the Annex).

In a nutshell, a single Transformer Decoder block consists of three successive operations: Cross-Attention, Self-Attention and Multi-Layer Perceptron layers. In the Cross-Attention operation the feature map $P_i$ is used as key and value while the class embedding $\text{cls}_i$ is used as a query. The Self-Attention and MLP are applied only to the class embeddings.

Finally, each decoder/learner is composed of $L$ layers of decoder block and its prediction is obtained via a dot product between the class embeddings $\text{cls}_i$ and the corresponding feature pyramid feature $P_i$ – see the Annex for more details. However, using multiple decoders greatly increases the number of parameters. To mitigate this, we explore several weight-sharing strategies.
<table>
<thead>
<tr>
<th>method</th>
<th>backbone</th>
<th>crop size</th>
<th>#params.</th>
<th>FLOPs</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UperNet</td>
<td>ResNet-50</td>
<td>512×512</td>
<td>67M</td>
<td>238G</td>
<td>42.05</td>
</tr>
<tr>
<td>SenFormer</td>
<td>ResNet-50</td>
<td>512×512</td>
<td>55M</td>
<td>179G</td>
<td>44.38</td>
</tr>
<tr>
<td>UperNet</td>
<td>ResNet-101</td>
<td>512×512</td>
<td>86M</td>
<td>257G</td>
<td>43.82</td>
</tr>
<tr>
<td>SenFormer</td>
<td>ResNet-101</td>
<td>512×512</td>
<td>79M</td>
<td>199G</td>
<td>46.93</td>
</tr>
<tr>
<td>Transformer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UperNet</td>
<td>Swin-T</td>
<td>512×512</td>
<td>60M</td>
<td>236G</td>
<td>44.41</td>
</tr>
<tr>
<td>SenFormer</td>
<td>Swin-T</td>
<td>512×512</td>
<td>59M</td>
<td>179G</td>
<td>46.0</td>
</tr>
<tr>
<td>UperNet</td>
<td>Swin-S</td>
<td>512×512</td>
<td>81M</td>
<td>259G</td>
<td>47.72</td>
</tr>
<tr>
<td>SenFormer</td>
<td>Swin-S</td>
<td>512×512</td>
<td>81M</td>
<td>202G</td>
<td>49.2</td>
</tr>
<tr>
<td>UperNet</td>
<td>Swin-B‡</td>
<td>640×640</td>
<td>121M</td>
<td>471G</td>
<td>50.04</td>
</tr>
<tr>
<td>SenFormer</td>
<td>Swin-B‡</td>
<td>640×640</td>
<td>120M</td>
<td>371G</td>
<td>52.21</td>
</tr>
<tr>
<td>UperNet</td>
<td>Swin-L‡</td>
<td>640×640</td>
<td>234M</td>
<td>647G</td>
<td>52.05</td>
</tr>
<tr>
<td>SenFormer</td>
<td>Swin-L‡</td>
<td>640×640</td>
<td>233M</td>
<td>546G</td>
<td>53.08</td>
</tr>
</tbody>
</table>

Table 1: Self-ensemble SenFormer vs features fusion UperNet on ADE20K validation. Backbones pre-trained on ImageNet-22K are marked with ‡.

2.4 Weight sharing

Weight sharing is a commonly used technique to reduce the number of parameters [10, 22, 24], while also regularizing the optimization by reducing the degree of freedom which mitigates overfitting. However, in the context of Ensemble, special care regarding the kind of weight sharing used must be given.

Two types of weight sharing can be used: inter-learner and intra-learner sharing. The former involves sharing parameters between the different learners, while latter within the learner. A figure depicting the different sharing methods can be found in Annex.

**Repeated block.** A given learner is composed of a single decoder block recursively used \( L \) times. It is a form of "intra-learner sharing" since no parameters are shared between the different learners.

**Decoder sharing.** The different learners share the same decoder but have their own class embedding. It is a form of "inter-learner sharing".

**Class embeddings sharing.** The same learnable class embeddings \( \text{cls} \) is used for all the learners. It is also a form of "inter-learner sharing".

Table 3 shows that any "inter-learner sharing" strategy significantly degrades the segmentation performance, confirming the importance of keeping the different learners as independent as possible. Conversely, the "repeated block" strategy performs better than when no sharing is used, while significantly reducing the number of parameters. Hence, SenFormer uses the "repeated block" as the default weight sharing policy.

3 Experiments

**Datasets.** We evaluate our model performance using four semantic segmentation benchmark datasets, ADE20K [48], Pascal Context [31], COCO-Stuff-10K [1] and Cityscapes [9]. We use ADE20K, which is a challenging scene parsing dataset consisting of 20,210 training images and 2,000 validation images and covers 150 fine-grained labeled classes, for the ablation studies. Please see the Annex for detailed descriptions of all used datasets. We
report for every dataset the mean Intersection over Union (mIoU), a standard metric for semantic segmentation.

**Baseline model.** To demonstrate that the performance improvement of our method is genuinely a result of self-ensemble instead of feature fusion, we introduce a simple decoder baseline module that borrows the features fusion strategy from UperNet [44], but uses our transformer decoder. This way, the FeatureFusionBaseline and SenFormer only differ by the multi-scale fusion strategy – a figure and more details on FFBaseline can be found in Annex.

**Training details.** We use mmsegmentation [8] library as codebase and follow the standard training practice for each dataset. Moreover, we apply common data augmentation for semantic segmentation, which include left-right flipping, standard random color jittering, random resize with ratio $0.5 - 2$ and random cropping. Each learner is independently supervised with a cross-entropy loss. We apply the same loss to the ensemble prediction. Following [6] we use AdamW as optimizer and "poly" learning rate scheduler – see Annex for more details.

### 3.1 Self-ensemble vs Features Fusion

Features at different levels of the pyramid carry different scale of contextual information, and our experiments support that self-ensemble is capable of capturing and integrating such information.

**Ensemble effect.** We first analyze the output produced by each decoder and assess their performance. Table 2 outlines the mIoU scores of independent prediction of each decoder as well as for the ensemble. Notably, the ensemble mIoU score is $+3.5$ (for Ade20K) better than the mean score of the learners taken separately with $\frac{1}{4} \sum_{i=2}^{5} mIoU(d_i) = 41.15$. More surprisingly, even though $d_5$ taken separately performs significantly worse than the others –
due to its low-resolution inputs – it positively contributes to the ensemble, consistent with traditional ensemble methods where even weak learners can be combined to enhance the overall prediction.

**Does the performance boost really come from self-ensemble?** To rule out the performance gain brought by the use of transformer-based decoders rather than convolution, we compare SenFormer and the FeaturesFusionBaseline, since they only differ in the multi-scale fusion strategy (features fusion vs. self-ensemble). In Table 5, we observe that SenFormer is +2 mIoU better than the baseline. Conversely, we applied the self-ensemble method to UperNet [44] by using the same convolution-based decoder at each level of the feature pyramid rather than merging the features. Likewise, the self-ensemble version (SenUperNet) performs better than the vanilla UperNet, suggesting that our self-ensemble approach is the main driver for improvement.

**SenFormer vs UperNet.** We compare SenFormer with UperNet architecture for a variety of CNN- and transformer-based backbones. As we can see from Table 1, when using the same standard Swin-Transformer backbone, SenFormer consistently outperforms UperNet regardless of the backbone size. The performance gap is even larger when using convolutional backbones (+3 mIoU), suggesting that our transformer-based decoder successfully captures the long-range dependencies missed by the CNN-based backbones.

Thanks to its weight sharing strategy, SenFormer has fewer parameters than UperNet. Furthermore, since SenFormer avoids the computationally expensive features merging operation, it also has substantially fewer FLOPs.

### 3.2 Comparison to state-of-the-art

In this section we further compare SenFormer to state-of-the-art methods on ADE20K and Pascal Context additional benchmark datasets.

**ADE20K.** In Table 6 we compare SenFormer to a variety of FCN- and transformer-based decoders using both CNN- and transformer-based backbones. Except for the MaskFormer family, when using standard ResNet backbones, SenFormer outperforms all other methods. The same can be said for per-pixel classification-based models when using transformer-based backbones, where SenFormer even outperforms recently introduced transformer-based decoders like SETR [47], Segmenter [36] and SegFormer [45]. Note however that most instances of MaskFormer [6] are better than SenFormer. Indeed, MaskFormer introduces a new approach for semantic segmentation that is based on mask classification (rather than traditional per-pixel classification) and that greatly improves segmentation performances. In fact, MaskFormer [6] significantly outperforms PerPixelBaseline+ [6] while sharing the same architecture and only differing by the problem formulation (per-pixel vs mask classification). We plan to formulate SenFormer as mask classification in our future work, as it has significant potential to improve segmentation.

**Pascal Context.** In Table 7 we compare SenFormer to current state-of-the-art methods on Pascal Context test dataset, which is obtained by CAA [21] using EfficientNet-B7 (EN-B7) as backbone, with a mIoU of 60.5. SenFormer outperforms previous FCN methods when using standard ResNet backbones, as well as recent transformer-based methods. SenFormer outperforms the current state-of-the-art (CAA) when using the same ResNet-101 backbone, showing the benefit of our approach. Moreover, we reach a score of 64.0 mIoU when using Swin-L as backbone. Overall, our approach shows a significant improvement of +3.5 mIoU over the previous state-of-the-art.
Table 6: Benchmark on ADE20K validation set.

<table>
<thead>
<tr>
<th>method</th>
<th>backbone</th>
<th>mIoU +MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLabV3+ [5]</td>
<td>R50</td>
<td>44.0 44.9</td>
</tr>
<tr>
<td>PerPixelBaseline+[6]</td>
<td>R50</td>
<td>41.9 42.9</td>
</tr>
<tr>
<td>MaskFormer [7]</td>
<td>R50</td>
<td>44.5 46.7</td>
</tr>
<tr>
<td>SenFormer</td>
<td>R50</td>
<td>44.4 45.2</td>
</tr>
<tr>
<td>Mask2Former</td>
<td>R50</td>
<td>47.2 49.2</td>
</tr>
<tr>
<td>OCRNet [8]</td>
<td>R101</td>
<td>45.3</td>
</tr>
<tr>
<td>DeepLabV3+ [5]</td>
<td>R101</td>
<td>45.5 46.4</td>
</tr>
<tr>
<td>MaskFormer [7]</td>
<td>R101</td>
<td>45.5 47.2</td>
</tr>
<tr>
<td>SenFormer</td>
<td>R101</td>
<td>46.9 47.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>method</th>
<th>backbone</th>
<th>mIoU +MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SETR-L MLA [10]</td>
<td>ViT-L</td>
<td>50.3</td>
</tr>
<tr>
<td>Segmenter [10]</td>
<td>ViT-L</td>
<td>50.7 52.25</td>
</tr>
<tr>
<td>Segmenter-Mask [10]</td>
<td>ViT-L</td>
<td>51.8 53.63</td>
</tr>
<tr>
<td>SegFormer [10]</td>
<td>MiT-B5</td>
<td>51.0 51.8</td>
</tr>
<tr>
<td>UperNet [10]</td>
<td>Swin-L</td>
<td>52.05 53.5</td>
</tr>
<tr>
<td>SenFormer</td>
<td>Swin-L</td>
<td>53.08 54.2</td>
</tr>
<tr>
<td>MaskFormer [10]</td>
<td>Swin-L</td>
<td>54.1 55.6</td>
</tr>
<tr>
<td>Mask2Former [10]</td>
<td>Swin-L</td>
<td>56.1 57.3</td>
</tr>
</tbody>
</table>

Table 7: Benchmark on Pascal Context test.
‡/blue indicates previous/new SOTA.

4 Discussion

Variance reduction. A common explanation for the better performance of the ensemble over its composing elements is that by averaging the variance over the merged prediction is reduced. To test this assumption, for each input image in the Ade20K validation set, we computed for the ensemble and for each learner the variance over the segmentation map prediction for each pixel (i.e., the variance along the channel axis). We then averaged over the entire validation set. As shown in Table 8, the ensemble variance is not significantly smaller than the variance of the individual learners. Consequently, the variance reduction interpretation may not apply in the context of self-ensemble, and more broadly for deep learning models [1].

Multi-view approach. A more recent explanation for the success of Ensemble is that the different learners capture multi-views present in the data [1]. However, since the multi-scale inputs of the learners come from the same backbone, it is very unlikely that they focus on different views of the objects of interest. We rather hypothesize that in SenFormer the boost in performance does not emerge from the different random initialization of the learners that will learn to focus on specific views of the input image, but rather from the different scale information cap-

<table>
<thead>
<tr>
<th># learners</th>
<th>total mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44.3</td>
</tr>
<tr>
<td>2</td>
<td>44.2</td>
</tr>
</tbody>
</table>

Table 9: Effect of increasing the # of learner.

<table>
<thead>
<tr>
<th>Output var. (10^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>ensemble</td>
</tr>
<tr>
<td>d_2</td>
</tr>
<tr>
<td>d_3</td>
</tr>
<tr>
<td>d_4</td>
</tr>
<tr>
<td>d_5</td>
</tr>
</tbody>
</table>

Table 8: Ensemble and learners variance on Ade20K val.
tured by the FPN. Consequently, using more than one learner per level in the feature pyramid will not yield better results. It is indeed confirmed by results in Table 9 where SenFormer performances do not improve with additional learners.

5 Related works

A major limiting factor for building an ensemble of deep learning models is the computational cost during training and testing. Diverse methods were proposed to tackle this issue. By repeatedly applying dropout at inference on an already trained model, Monte Carlo Dropout [12] allows getting many predictions from a single model, ultimately improving its accuracy. BatchEnsemble [13] significantly lower ensemble cost by defining each learner’s weights to be the Hadamard product between a shared matrix and a rank-one matrix per learner. Snapshot [14] train a single model to converge to several local minima by leveraging cyclic learning rate scheduling. Other methods for classification include MIMO [15], hyper-batch ensemble [16], late-phase weights [17] or FGE [18]. For segmentation, [18] improves the widely used multi-scale inference by learning relative attention between the scales during training and is used at test-time to greatly improve the performance. However, these methods still require several forward passes of the same image, let it be for training or testing. Perhaps most related to our work is TreeNet [25], which uses multiple classifier branches that share their early layers. Nevertheless, besides being for classification, unlike to our work, all the learners receive the same input, limiting the depth of the shared part. Moreover, in SenFormer, the parameter cost of the ensemble is further reduced through weight sharing within a learner.

6 Conclusions

This paper introduces our self-ensemble approach for semantic segmentation, a simple methodology that benefits from ensemble learning while avoiding the inconvenience and cost of training multiple times the same model. We leveraged the multi-scale feature set produced by FPN-like methods to build an ensemble of decoders within a single model, where learners in the ensemble are fed with features coming from different levels of the feature pyramid. We also developed a transformer-based architecture for the learner/decoders. Our approach outperforms current state-of-the-art on Pascal Context and COCO-Stuff-10K datasets and is competitive on Ade20K and Cityscapes datasets for semantic segmentation. It is more efficient in terms of FLOPs and limit the number of parameter thanks to weight sharing.
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