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Solving the task of semantic segmentation requires 
involves identifying objects of different sizes and 
shapes which require the model to extract features at 
different granularities. 
Feature Pyramid Network-like methods allow to 
extract multiple feature representations at different 
scales with a single forward.
What is the optimal to use these multi-scale features 

for semantic segmentation?

Merging strategies

Self-Ensemble a) One learner per scale 
b) Merge the predictions
c) Weight Sharing for parameters mitigation

Weight sharing

Learners architecture

𝑃!: features from the FPN

𝑐𝑙𝑠!: learnable embeddings 
(one per class in the dataset)
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