
Acknowledgment
This research is supported by the Agency for Science, Technology

and Research (A*STAR) under its AI3 HTPO Seed Fund no.

C211118008.

For more information, please contact: zhaoz@i2r.a-star.edu.sg or

friend me via LinkedIn or ResearchGate.

https://jacobzhaoziyuan.github.io/

Method

• Dual-Domain Copy-Paste Augmentation

- To relieve data scarcity and reduce the domain gap at the data level,

we extensively leverage copy-paste (CP) augmentation techniques

for creating cross-domain and in-domain point clouds.

• Multi-Level Consistency

- To facilitate the dual-teacher knowledge transfer, we propose multi-

level consistency regularization from two aspects.

- Statistics-Level (SC) Consistency ( Batch Normalization

parameters alignment)

- Bounding Box-Level Consistency ( center-, class-, and size-level

consistency loss)
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Introduction

• Background
Deep learning-based 3D object detection has received considerable

attention in 3D point clouds.

• Challenges
Catastrophic Forgetting: The performance of DL models on old

classes tends to decrease substantially when trained on novel

classes.

Domain Shift: DL models trained on one domain (i.e., source

domain) always suffer tremendous performance degradation when

evaluated on another domain (i.e., target domain).

We identify a new CIL scenario where domain shift occurs when

adapting new classes across domains and formulate a new CIL

paradigm to enable domain adaptive class-incremental learning for

3D object detection.

• Dual-Teacher Training

- Cross-domain Teacher: The student model learns the underlying

knowledge in base classes from a cross-domain teacher via

distillation loss (square of Euclidean distance between the

classification logits of different bounding boxes).

- In-domain Teacher: Meanwhile, the EMA in-domain teacher helps

student model capture structure and semantic invariant information in

objects with consistency loss.

- The mixed labels (pseudo base + real novel) are transformed by the

same augmentation step that is applied on the augmented source

domain to compute a supervised loss with the backbone VoteNet.

Experimental Results

• Dataset

- ScanNet and SUN RGB-D. We set 5 categories (bathtub, bed,

bookshelf, chair, desk) as base classes and 5 additional categories

(dresser, nightstand, sofa, table, toilet) in SUN RGB-D as novel

classes in the target domain.

• Quantitative Results

• Qualitive Results
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