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1 Pretraining Datasets
Table 1a summarizes existing datasets for pretraining visual-language models. CC3M [8]
is one of the first datasets to bridge images with natural language supervision leveraging
the internet (HTML image alt texts). This dataset collects about 3M clean images through
a pipeline that warranty clean supervision signal. The MS COCO Captions [3] (COCO)
dataset contains 500k human-curated caption-image pairs. The images come from the MS
COCO [4] dataset, which in turn were collected from Flickr. WIT [10] contains 37.5M
image-caption pairs obtained from the Wikipedia. CLIP authors [7] constructed dataset that
contains more than 400M text-image pairs scrapped from the internet. The dataset con-
tains images retrieved from queries formed with the 1000 most common visual concepts in
Wikipedia. While the dataset does not rely on manual cleaning to verify the image-text pairs,
it is assumed that a person provided a good enough image caption before uploading the im-
age to the internet. In the same spirit, the WebVid-2.5M dataset [2] crawls 2.5M text-video
pairs leveraging manually-curated titles from Stock footage. Differently, the HowTo100M
(HT100M) dataset [5] contains 100M pairs of noisy aligned video-text pairs. In this dataset,
the video-text pairs come from long YouTube videos and their automatically transcribed
speech.

2 FitCLIP vs. CLIP per-class performance
Previous experiments showed that FitCLIP offers a simple strategy to boost zero-shot per-
formance in video understanding tasks; however, where are those improvements emerging
from? To understand better the differences between FitCLIP and CLIP (which is also our
teacher), we compute the performance difference per class, between both models, in the Mo-
ments in Time dataset. Figure 1 summarizes the results by plotting the largest and smallest
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Dataset Domain Supervision Size
COCO [3] Images Clean 600k
CC3M [8] Images Clean 3M
WIT [10] Images Clean 37.5M
CLIP [7] Images Weak 400M

WebVid [2] Videos Weak 2.5M
HT100M [5] Videos Noisy 100M

(a) Pretraining datasets

Dataset # Classes # Samples
MiT [6] 339 33,900

UCF101 [9] 101 1,794

(b) ZS action recognition

Dataset # Samples Genre
MSR-VTT [12] 1000 UGC
YouCook2 [13] 3305 Cooking

DiDeMo [1] 4021 UGC

(c) ZS text-to-video retrieval

Table 1: Pretraining and Zero-shot Datasets. (a) Diverse image and video datasets are
available for pretraining visual-language models. (b) We benchmark zero-shot (ZS) action
recognition in two popular datasets. MiT denotes Moments in Time [6]. (c) To benchmark
zero-shot (ZS) text-to-video retrieval, we rely on three well-established datasets. UGC stands
for user-generated content, and Genre refers to the type of videos in the dataset.
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Figure 1: FitCLIP vs. Teacher per-class improvements. The plots show the per-class dif-
ference between FitCLIP and CLIP performances (Top-1) on the Moments in Time (MiT)
dataset. Noticeably, the performance difference varies significantly across various action
classes, which reinforce our intuition that FitCLIP encodes complementary video infor-
mation compared to CLIP. Interestingly, FitCLIP improves performance for abstract action
classes such as preaching and tapping, while CLIP does so for actions involving common
actions like cycling, boxing, or skating.
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Figure 2: FitCLIP vs. CLIP distribution of Text-to-Video Retrieval rankings. The x-axis
represents each text in the MSR-VTT validation set (1K-A split) and the y-axis (in log scale)
represents the rank each model gave to the corresponding video. The x-axis is sorted by rank
(the values increase).

(including actions with worst performance) 25 changes in performance. First, we observe
that the performance accuracy (Top-1) of several classes changes drastically. This validates
our hypothesis that the Student provides FitCLIP with complementary information concern-
ing the knowledge CLIP (the Teacher) already provides. Interestingly, FitCLIP obtains,
overall, better performance for abstract action classes such as preaching and taping. On the
contrary, CLIP tends to do better for common actions often captured in photographs such as
skating, or boxing.

3 FitCLIP vs. CLIP ranking distributions
The Text-to-Video Retrieval results show that FitCLIP outperforms CLIP at multiple points
of this zero-shot setting. However, it is not clear how the methods behave for the rest of
them. Figure 2 shows the distribution of rankings for the validation set of MSR-VTT for
both methods. We can see that FitCLIP is under the CLIP curve for virtually all points.
FitCLIP ranks the videos better for this dataset, regardless of the cutting point.

4 Frozen in Time Variants
Tables 2 and 3 show the results on zero-shot action recognition and text-to-video retrieval
for Frozen in Time [2] on different pre-training datasets. These pre-trained checkpoints
are provided by the authors1. They use different combinations of Conceptual Captions [8]

1https://github.com/m-bain/frozen-in-time#-pretrained-weights

Citation
Citation
{Bain, Nagrani, Varol, and Zisserman} 2021

Citation
Citation
{Sharma, Ding, Goodman, and Soricut} 2018

https://github.com/m-bain/frozen-in-time#-pretrained-weights


4 CASTRO AND CABA HEILBRON: SM OF FITCLIP

Dataset Top 1 Top 5
WebVid 11.4 27.2

CC3M+WebVid 13.2 29.3
CC3M+WebVid+COCO 14.0 31.8

(a) Moments in Time (MiT)

Dataset Top 1 Top 5
WebVid 36.9 61.1

CC3M+WebVid 49.2 61.1
CC3M+WebVid+COCO 51.9 76.1

(b) UCF101

Table 2: Zero-shot action recognition results of Frozen in Time [2] pre-trained on different
datasets.

(CC3M), WebVid [2], and Microsoft COCO Captions [3] (COCO). Combining the three
of them presents the best results. However, note COCO Captions were obtained using an
expensive data collection procedure and are richly annotated while the other two datasets
were obtained from data available on the internet and thus have weaker annotations.

5 Impact of Fusing the Teacher-Student Knowledge
Tables 4 and 5 present all the metrics for the results on the impact of our method on zero-shot
action recognition and zero-shot text-to-video retrieval. Overall, FitCLIP presents the best
results. We highlight the importance of fusing the knowledge of the teacher and the student
as they individually perform worse than in combination.

6 Alpha Value
We analyze the effect of changing the value of α necessary for the weight-space ensembling
step when fusing the teacher and student knowledge in our method. Figure 3 shows the effect
of this hyperparameter by varying it from 0 to 1, with increments of size 0.1, where 0 is only
the teacher and 1 only the student. We show the results on a different split from the training
distribution (Figure 3a) and on the other datasets we have reported throughout this paper
(Figure 3b). For WebVid, the best value we obtain is when α = 0.3. Still, we decided to use
α = 0.4, which is close enough and the best value obtained by [11]. For the other datasets,
the best value we obtain is when α = 0.2. For α = 0.4 the score is still high.

7 Impact of the Labeled Data Size
The more labeled data for training typically implies the better results. However, more train-
ing implies the obtained checkpoint in the weight landscape to be further away from the
point of origin and thus harder for weight-ensembling to work well. We study the impact
of the labeled data size and try to find a good trade-off point. Figure 4 show the results
of preliminary experiments which are performed by fine-tuning on different subset sizes of
the training set from WebVid and applying weight-space ensembling (without distillation).
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Dataset R@1 R@5 R@10 MdR
WebVid 12.9 31.0 41.2 16

CC3M+WebVid 17.1 39.1 49.6 11
CC3M+WebVid+COCO 21.3 43.6 55.9 7

(a) MSR-VTT

Dataset R@1 R@5 R@10 MdR
WebVid 1.1 4.2 6.8 329

CC3M+WebVid 2.7 9.5 14.2 162
CC3M+WebVid+COCO 3.2 10.1 16.2 135

(b) YouCook2

Dataset R@1 R@5 R@10 MdR
WebVid 14.5 34.9 45.4 14

CC3M+WebVid 20.3 42.7 53.5 9
CC3M+WebVid+COCO 23.2 45.8 56.8 7

(c) DiDeMo

Table 3: Zero-shot text-to-video retrieval results of Frozen in Time [2] pre-trained on differ-
ent datasets.

Dataset Top 1 Top 5
Teacher (CLIP) 19.9 40.3

Student 17.7 39.1
FitCLIP 21.8 44.6

△ ↑ 1.9 ↑ 4.3
Error rate reduction ↑ 2.4 ↑ 7.2

(a) Moments in Time (MiT)

Dataset Top 1 Top 5
Teacher (CLIP) 74.5 94.3

Student 64.7 90.4
FitCLIP 73.3 95.3

△ ↓ 1.2 ↑ 1.0
Error rate reduction ↓ 4.7 ↑ 17.5

(b) UCF101

Table 4: Impact of fusing teacher-student knowledge on zero-shot action recognition.
△ denotes the absolute difference in performance between FitCLIP and the Teacher model.
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Dataset R@1 R@5 R@10 MdR
Teacher (CLIP) 30.4 55.1 64.1 4

Student 28.1 52.6 63.7 4
FitCLIP 33.8 59.8 69.4 3

△ ↑ 3.4 ↑ 4.7 ↑ 5.3 ↑ 1
Error rate reduction ↑ 4.9 ↑ 10.5 ↑ 14.8 ↑ 25.0%

(a) MSR-VTT

Dataset R@1 R@5 R@10 MdR
Teacher (CLIP) 5.3 14.6 20.9 94

Student 2.9 9.7 14.1 159
FitCLIP 5.8 15.5 22.1 75

△ ↑ 0.5 ↑ 0.9 ↑ 1.2 ↑ 19
Error rate reduction ↑ 0.5 ↑ 1.1 ↑ 1.5 ↑ 20.2%

(b) YouCook2

Dataset R@1 R@5 R@10 MdR
Teacher (CLIP) 26.2 49.9 60.6 5

Student 20.7 42.4 54.0 8
FitCLIP 28.5 53.7 64.0 4

△ ↑ 2.3 ↑ 3.8 ↑ 3.4 ↑ 1
Error rate reduction ↑ 3.1 ↑ 7.6 ↑ 8.6 ↑ 20.0%

(c) DiDeMo

Table 5: Impact of fusing teacher-student knowledge on zero-shot text-to-video re-
trieval. △ denotes the absolute difference in performance between FitCLIP and the Teacher
model. To measure the error rate reduction for the median rank, we directly use its reduction
rate.
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(b) Zero-shot average across 5 datasets

Figure 3: Impact of changing the value of weight-ensembling α value when fusing the
teacher and the student. We report (a) supervised text-to-video retrieval WebVid R@5
(recall we trained on this domain) and (b) an average across 5 other datasets. The zero-
shot text-to-video retrieval datasets used are DiDeMo, MSR-VTT, and YouCook2 (R@5).
The zero-shot action recognition datasets used are Moments in Time and UCF-101 (top-1
accuracy). The average value across these datasets is shown.
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Figure 4: Text-to-Video top-1 recall on WebVid-2.5M (supervised) of different training
subset sizes when fine-tuning CLIP ViT-B/16 and then applying weight-space ensem-
bling. The evaluated subset sizes are: 0, 563, 1125, 1688, 2250, 3375, 4500, 9000, 18000,
and 36000. The subset size 0 represents the evaluation of the pre-trained model without fine-
tuning. We exclude large values as we have observed a great drop in performance. Note this
experiment doesn’t employ distillation.

Each of these subsets where sampled from the whole dataset (they are unlikely subsets of
each other). We find the best value when the WebVid-2.5M training subset size is 4500.
We recognize that we are indirectly using other parts of WebVid, which can boost the in-
distribution performance of the selected subset. However, note this doesn’t imply better
out-of-distribution performance. We skip showing results for large values as we have ob-
served a great drop in performance. In particular, we obtained results that are considerably
worse than the pre-trained model when using the whole training set (2.5M).

8 Share of Pseudo-Labels/Labels
We are interested in comparing the effect of applying weight-ensembling to a distilled model
with applying it to a model that has been trained only on labeled data. Figure 5 shows
the effect of varying the proportion of the labeled loss in the final loss in our zero-shot
benchmarks. The use of the distillation loss with λ = 10−4 outperforms the usage of only
the labeled loss in YouCook2 and UCF101 and shows similar performance on MSR-VTT. In
contrast, The performance on DiDeMo and Moments in Time seems to be better with using
only the labeled loss. We hypothesize our method is especially useful on datasets whose
distribution (e.g., YouCook2) is more distant from the training-time dataset (WebVid-2.5M).
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Figure 5: The effect on the zero-shot performance of the share of the pseudo-labeled
and labeled losses in FitCLIP. Each plot shows how the proportion of the pseudo-labeled
loss (x-axis) affects the zero-shot performance on a given dataset. The dashed orange line
shows the performance of CLIP, as a reference. We skip the sampled values greater than 0.01
to better visualize the plots since they tend to bring a worse performance.
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