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This document provides supplementary material for the paper "GLPose: Global-Local
Attention Network with Feature Interpolation Regularization for Head Pose Estimation of
People Wearing Facial Masks". Section 1 briefly describes the rotation representation used
in the proposed method. The generation process of supervised rotation labels used in the
feature interpolation regularization module is introduced in Section 2. In Section 3, we
show the qualitative results of the proposed method in comparison to other state-of-the-art
methods.

1 Rotation representation used in GLPose

Rotation matrix is used for our proposed GLPose. Instead of predicting nine-dimensional
representation directly, followed by [3, 6], we utilize the six-dimensional representation as
the output of our proposed method. The following steps show how the rotation matrix is
transformed from the six-dimensional representation. Suppose the prediction output of the
model is P ∈R3×2, we define the mapping function fGS to transform P to the rotation matrix
M ∈ SO(3)1:

fGS (P) = fGS

 | |
p1 p2
| |

=

 | | |
m1 m2 m3
| | |

= M (1)
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1SO(3) denotes the special orthogonal group for the three-dimensional rotation group
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where {p1, p2, m1, m2, m3} ⊂R3. The rotation matrix M ∈R3×3 is obtained by the following
Gram-Schmidt-like process and the cross product operation:

m1 =
p1

||p1||

m2 =
u2

||u2||
m3 = m1 ×m2

(2)

where u2 = p2 − (m1 · p2)m1. Consequently, an orthogonality constraint is imposed on our
model to determine the six-dimensional representation that is translated into a 3×3 rotation
matrix in a subsequent transformation.

2 Supervised rotation label used in Feature Interpolation
Regularization Module

In the feature interpolation regularization module, we use the interpolation operation to gen-
erate intermediate feature embeddings to optimize the feature embedding space. In order
to optimize intermediate feature embeddings, the corresponding rotation labels are needed.
The generation processes are demonstrated. Suppose the intermediate feature embedding f̂3
is generated by interpolation operation of two feature embeddings f̂1 and f̂2 from the head
pose estimation module. The rotation label R3 for f̂3 is calculated from the two correspond-
ing rotation labels R1 and R2 for f̂1 and f̂2. The first step to produce R3 is to remove the last
column vector of R1 and R2 by the function gGS:

gGS (R1) = gGS

 | | |
r1

1 r1
2 r1

3
| | |

=

 | |
r1

1 r1
2

| |

= Rt
1

gGS (R2) = gGS

 | | |
r2

1 r2
2 r2

3
| | |

=

 | |
r2

1 r2
2

| |

= Rt
2

(3)

where {r1
1, r1

2, r1
3, r2

1, r2
2, r2

3} ⊂ R3 and {Rt
1, Rt

2} ⊂ R3×2. Afterward, Rt
1 and Rt

2 are summed
to produce the new six-dimensional representation Rt

3:

Rt
3 = Rt

1 +Rt
2 (4)

Therefore, followed by transformation steps shown in Section 1, the new rotation label
R3 ∈ R3×3 is produced. This rotation label R3 is used in the feature interpolation regulariza-
tion module to supervise the feature embedding f̂3 by the geodesic distance loss function.

3 Qualitative results
We show the qualitative results on AFLW2000[7], BIWI[1] and MAFA[2] datasets in Figure
1 and 2. In the non-mask datasets like AFLW2000 and BIWI datasets, our proposed method
has promising performance compared to HopeNet[4], FSA-Net[5] and 6DRepNet[3]. We
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Figure 1: Qualitative visualization on the AFLW2000 and BIWI datasets. From top to bot-
tom, they are ground truth, the predictions of HopeNet, the estimations of FSA-Net, the
results of 6DRepNet and our results. The blue, green and red lines indicate the face direction
of the front, downward and side respectively.

can observe that those works under some situations like large pose situations will cause per-
formance degradation. On the other hand, the situation under facial masks is our objective.
As shown in Figure 2 on the MAFA dataset, we only visualize the predictions because the
dataset only provides the classification head pose labels, and our proposed method is more
robust than other state-of-the-art methods.

Figure 2: Qualitative results on the MAFA dataset. From top to bottom, they are the predic-
tions of HopeNet, the estimations of FSA-Net, the results of 6DRepNet and our results.
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