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MOTIVATION

Learning deep representations for visual place recognition is com-
monly performed using pairwise or triple loss functions that highly
depend on the hardness of the examples sampled at each training
iteration. Existing techniques address this by using computationally
and memory expensive offline hard mining, which consists of iden-
tifying, at each iteration, the hardest samples from the training set.

In this paper we introduce a new technique that performs global
hard mini-batch sampling based on proxies. To do so, we add a
new end-to-end trainable branch to the network, which generates
efficient place descriptors (one proxy for each place). These proxy
representations are thus used to construct a global index that encom-
passes the similarities between all places in the dataset, allowing for
highly informative mini-batch sampling at each training iteration.

METHODOLOGY
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Figure 1: A diagram of our proposed method. We add a new end-to-end trainable
branch to the network (proxy head H) that projects highly dimensional vectors x; into
very compact representations z; ; we use the latter to compute one proxy descriptor
c; for each place in the mini-batch. We detach each proxy from the computation graph
and cache it into a memory bank (2. Then, at the begining of each epoch, we construct
an index upon €2, in which places are gathered together according to the similarity
of their proxies. This index is used to sample mini-batches containing similar places,
which yields highly informative pairs or triplets. We call this strategy Global Proxy-
based Hard Mining (GPM).

Algorithm 1: Index based mini-batch sampling

input : Q: the memory bank comprising proxies representing all places in the
dataset
M: the number of places per mini-batch.

output: L: a list of tuples, where each tuple contains M identities of places that
need to be sampled in the same mini-batch.

S <+ k-NN(k=M) b Initialize a k-NN module S with k equal to M the number of
places per mini-batch.

[—

2 S.add(Q) > Add the contents of Q to S as references.
while S # 0 do

3 Randomly pick a place ¢; from S

4 | T < S.search(c;) > Search S for the M-most similar places to c;.

5 L+ LUT > Append the M identities to L.

6 S+ S\T > Remove from & all places present in T.

Figure 2: At the end of each epoch, we use k-NN to build an index upon €2, in which
places are gathered together according to the similarity of their proxies (similar places
need to appear in the same mini-batch)
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QUANTITATIVE RESULTS

Loss function Hard mining Pitts250k-test MSLS-val SPED Nordland
OHM GPM | Rel R@5 R@l0 | R@l R@5 R@l10 | Rel R@5 Re@l0 | R@el R@5 R@l0
770 900 936 | 677 792 824 | 53.7 695 758 84 163 206
Triplet v 81.3 919 949 | 718 820 863 | 573 718 778 | 11.8 203 259
v 875 954 969 | 740 8.1 877 | 624 786 832 | 101 179 226
v v 900 964 976 | 776 88.0 904 | 713 83.7 873 | 202 33.2 388
830 930 952 | 727 828 858 | 53.7 672 748 80 13.8 173
Contrastive v 888 952 968 | 790 858 885 | 677 792 834 | 208 339 415
v 845 940 959 | 746 847 878 | 634 769 825 | 146 252 312
v v 904 964 976 | 793 885 90.7 | 73.5 85.5 88.9 314 46.4  53.5
8.0 933 955 | 727 827 8.5 | 507 651 715 94 179 217
Multi-Similarity v 894 960 973 | 812 891 909 | 646 764 806 | 180 301 36.0
v 895 963 976 | 774 872 901 | 746 868 899 | 291 433 50.2
v v 91.5 972 981 | 82.0 904 914 | 794 906 932 | 385 539 60.7

Table 1: Ablation. We study the performance gain of three loss functions. For each
loss, we train 4 NetVLAD [1] networks. 2 of which are baselines (one with Online
Hard Mining (OHM) and one without), and the other 2 are to compare the perfor-
mance gain introduced by our method (GPM). Training is performed on GSV-Cities
dataset [2].
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Figure 3: Percentage of valid triplets/pairs per mini-batch during the train-
ing. GPM constructs highly informative batches, which keeps the number
of valid pairs/triplets higher during all the training phase.
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Figure 4: Impact of the mini-batch size. The horizontal axis shows M the number
of places in the mini-batch. GPM is effective for a wide range of mini-batch sizes,
with more impact when smaller mini-batches are used for training. This is of great
importance when training hardware resources are limited.

Baseline Global Proxy-based Hard Mining Global hard mining
(no GPM) (GPM) without proxy
Dimensionality 0 32 64 128 256 512 1024 32768
Training time (hours) 1.93 1.93 1.93 1.93 1.94 2.05 2.1 4.83
GPU memory (GB) 10.4 +0.002 +0.002 +0.002 +0.03 +0.06  +0.14 +0.0
Cache size (GB) 0.0 +0.008 +0.016 +0.032 +0.064 +0.128 +0.256 +8.0
Recall@1 (%) 86.6 89.1 89 89.3 89.4 89 89.2 88.7

Table 2: Memory and computation cost of different dimensions of the proxy head
compared against the baseline (without GPM). We also compare against global mining
without a proxy head, where the memory bank is filled with the highly dimensional
NetVLAD representations (rightmost column).

JAMAS

Data Analytics, Mobile and
Autonomous Systems
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(a) A mini-batch sampled with GPM
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Figure 5: (a) An example of a mini-batch containing 6 places sampled from a dataset
of 65k places using GPM. Each place is depicted by 4 images (a row). This highlights
the ability of our technique to construct mini-batches containing similar places, which
in turn increases the presence of hard pairs and triplets. (b) A subset of hard triplets
generated from the mini-batch, each row consists of a triplet with the blue as anchor,
green as the positive and red as the hard negative. (c) A subset of positive (green) and
negative (red) pairs. All triplets and pairs have been mined in an online fashion from

the mini-batch sampled by GPM.

CONCLUSION FUTURE WORK

In this work, we proposed a novel technique that:

e Allows to sample highly informative mini-batches at each
training iteration.

e Requires practically no additional computation time and neg-
ligible memory footprint.

e Significantly improves performance of existing techniques.
Future work can focus on:

 New architecture of the proxy head.
e Different ways of building the global index.
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