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Semantic Segmentation Model
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Motivation & Summary

---------------------
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~SOTAs are good under standard conditions but Lras({]

struggle under adverse conditions.
> Using more real/synthetic data alone is not ideal.
=>\We propose a novel synthetic-aware training
procedure with a special architecture to learn robust
features under adverse conditions
synthetic data.

A) Popular Domain Adaptation Pipeline
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> Reduce domain shift with no additional real data.
> Learn weather and daytime-nighttime specific and robust features.

3) Inference

1) Training
Adverse Weather . - .
[ﬁl Clear Weather . DJ Real Data > Synthetic-aware training procedure.
2) Fine Tuning Model l > Utillize WAS and TAS with multi-task learning.
Adverse Weather / Model

Experimental Evaluation
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B) Our Proposed Domain Adaptation Pipeline
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Real Data

1) Training 2) Inference

Adverse Weather Clear Weather Adverse Weather

St Dol 4 T Vo | verse Weat > Training: AWSS and the training split of Cityscapes [2].
| | l > Evaluation: validation splits of Cityscapes and ACDC [3].

> Evaluation metric: Mean Intersection over Union (mloU).

> Recent methods degrade under adverse conditions.

> Transfer Learning degrades the performance on the source domain.
> Our solution Is the best on the target domain (adequate on source

AWSS Overview

> |ssues with current datasets!

~We extend Silver [1], a simulator to generate  domain).
synthetic data. ACDC Cityscapes
> AWSS dataset: 1,250 images, 1,200x780 pixels, Rain  Fog — Snow  Night Overall — Overall
normal, rainy, foggy, and snowy weather conditions, Baseline 041 046 036 017 0.35 0.78
| T DeepLabVi+  poron AWSS 044 048 047 019 039 | 059
daytime and nighttime.
Bublic HR Net Baseline 046 042 041  0.09 0.35 0.75
Weather Conditions Times-of-Day Photo-realism Availability FnT on AWSS 047 049 035 0.14 0.36 0.51
Normal Rain Fog Snow Daytime ~Nighttime / / DANel Baseline 047 057 044 021 042 0.82
GTA-V Vv v v v v “ PnTonAWSS 048 058 048 026 045 0.74
Synscapes 4 - - 4 v v ,
Virtual KITTI v v v v i v PSPNet Baseline 0.49 0.54 0.43 0.20 041 0.86
Synthia % v -V % vV - : FnT on AWSS 052 056 046  0.18 0.43 0.86
SHIFT 4 v v - 4 4 4 4
AWSS (Ours) v v v v v v v v Ours Full-Model 0.57 0.60 0.50 0.27 0.49 0.75
2 lnput DeeplabV3+ HRNet  DANet  PSPNet  Ous  Ground Tuth
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