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Motivation

Objective

Approach

Unsupervised Domain Adaptation (UDA) addresses 
scenarios when the application domain (target domain) of a 
model has a different data distribution (domain shift) from 
the training domain (source domain), which negatively 
impacts generalization

Domain shift can be particularly impactful for medical 
image segmentation, as labeling new images requires 
expert knowledge, and joint access to the source and 
target datasets may violate privacy regulations

We develop an UDA algorithm which mitigates domain 
shift without the need for joint source and target domain 
access (source-free):

➔ We approximate the class conditional source 
embeddings via GMM distributions. 

➔ We ensure classifier generalization on the target 
domain by minimizing the distributional distance 
between source and target in the latent space 
using an optimal transport metric

Adaptation in the latent feature space (cardiac)

Confidence based sampling and GMM separation

Adaptation in the latent feature space (abdomen)

Performance when increasing the number of Gaussians ⍵


