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1 Experimental Setting
In the experiments (Sec. 3), we apply the setting shown in Table 1. We utilize the standard
data augmentation process [1, 4] to produce 4 views of 160×160 image sizes for our method.
Architecture. The network (Fig. 2) contains the projection ϕ and probe ψ heads which
are implemented by two-layer MLP composed of linear projection, batch normalization and
ReLU; the hidden and output dimensions are also detailed in Table 1. As described in
Sec. 2.2, the backbone φ and projection ϕ are subject to exponential moving averaging
(EMA), so-called momentum encoder [5], to slowly update samples as in [4] via
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where θ t is a model parameter of φ and ϕ at the t-th step, tend indicates the total number of
training steps and τ0 is a base EMA factor.
Optimizer. We apply Adam [6] optimizer with 500-step linear warm-up to the datasets
other than ImageNet for which SGD with momentum of 0.9 is used without warm-up. In
the Adam optimizer, the learning rate is dropped by the factor of 0.2 at the 50 and 25 epochs
before the last epoch. The learning rate of SGD is decayed in a cosine schedule [9].
Linear evaluation. Linear classifiers are trained on labeled samples by applying SGD with
0.9 momentum to ImageNet with the initial learning rate of 0.01 decayed by 0.1 at the 15
and 30 epochs, while we apply to the other datasets Adam [6] optimizer with exponentially
decayed learning rate from 10−2 to 10−6.
Computation resource. We implemented models by PyTorch on 4 NVIDIA V100 GPUs.

In summary, Table 1 details the datasets as well as the experimental settings used in
Sec. 3; we basically follow the protocol of [7] for ImageNet and that of [3] for the other
datasets.
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Table 1: Detailed settings. On SUN-397, we evaluate models on split1 while the given
training/test splits are used for the other datasets.

ImageNet [2] ImageNet-100 [10] SUN397 [11] ImageNet-LT [8]

Dataset stats.
Training sample 1,281,167 126,689 76,240 115,846
Labeled sample 1,281,167 126,689 19,850 115,846

Test sample 50,000 5,000 19,850 50,000
Classes 1,000 100 397 1,000

Architecture
Backbone ResNet50 ResNet18 ResNet18 ResNet18

MLP output dim. 256 128 128 128
MLP hidden dim. 4096 1024 1024 1024

EMA factor τ0 0.99 0.99 0.99 0.99

SSL training
Optimizer SGD Adam Adam Adam

Learning rate 0.1 0.002 0.001 0.001
Schedule Cosine Drop Drop Drop

Weight Decay 10−4 10−6 10−6 10−6

Epochs 100 240 240 240
Batch size 256 512 512 512

Linear eval. training
Optimizer SGD Adam Adam Adam

Batch Size 256 1000 1000 1000
Learning rate 0.01 0.01 0.01 0.01

Schedule Drop Exp. Exp. Exp.
Weight Decay 10−4 5 ·10−6 5 ·10−6 5 ·10−6

Epochs 40 500 500 500
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