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1 Implementation Details
FPN [7]-based architecture is employed for the encoder E, and StyleGAN2 [5] is adopted
as the decoder D. All the input images are resized to 256×256 before fed into the encoder,
and we sample the latent maps to multiple scales, i.e., 64×64, 32×32, and 16×16. For the
input indices of the modulation layers in D, 16× 16 latent maps are provided to the layers
indexing from 1 to 3, 32×32 maps to layers from 4 to 7, and 64×64 maps to layers from 8
to the last (e.g., in our case, the 18th layer is the output layer with the scale of 1024×1024).
In the image generation, the original style latent codes are always fed to layers indexing
from 10 to the last in D. Therefore, we can set n between 1 and 9 to control texture transfer.
In our experiments, n = 8 which means that the content latent codes are provided to the
modulation layers indexing from 1 to 7, and the aligned style latent codes are fed to layers
from 8 to 9. The encoder Emod is constructed by a series of convolutions with the stride of 2
and LeakyReLU activation functions. The temperature τ = 0.03. The threshold γ = 256.

First, we only learn the parameters of the encoder by freezing the pre-trained StyleGAN2
decoder. In the losses, we set the weights α = 1 and β = 0 for 500k iterations, and then we
fine-tune the whole network setting β = 10 for another 500k iterations.

1.1 Datasets
Here, we provide more details on the employed four datasets.
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(1) Human Face: For training data, all 70,000 images from the FFHQ [4] dataset were used.
For evalutions, we use the official test split of the CelebA-HQ [8] dataset, 2,824 test images.
Our decoder outputs 1024×1024 resolution image for human face category.
(2) Animal Face: We used the offical train-test split of the AFHQ [3] wild dataset consisting
of 4,738 and 500 images, respectively. Our decoder outputs 512×512 resolution image for
animal face category.
(3) Car: 8,144 images from the training split of the Stanford Cars [6] dataset were used to
learn our method. For evaluations, we used randomly selected 1,000 images from the test set
due to its large test split (8,041 images). Our decoder outputs 512× 384 resolution image
for car category.
(4) Horse: We used the LSUN horse [11] dataset for training and testing images. As the
train-test split is not identified, we randomly select 20,000 images to be used for training
and 2,000 images for testing. Our decoder outputs 256× 256 resolution image for horse
category.

1.2 Losses
To learn our networks in an unsupervised manner, we utilized the commonly used recon-
struction loss Lrec that encourages the networks to keep the consistency between the original
image and predicted one. Specifically, the reconstruction loss, that consists of Mean Square
Error (MSE) for pixel-wise similarity and LPIPS [12] for perceptual similarity, is applied to
both content and style images such that

Lrec = λmseLmse +λLPIPSLLPIPS, (1)

where
Lmse = ∑k∈{1,2}∑i ||I

k
i − Īk

i ||2, (2)

LLPIPS = ∑k∈{1,2}∑i ||P(I
k)i −P(Īk)i||2, (3)

Ī = D(Emod(E(I))), and P is the perceptual feature extractor.
We also employed two regularization losses for our encoder that has been shown effective

in recent latent space learning literature [9, 10], such that

Lreg = λavgLavg +λadvLadv. (4)

Denoting F̄ as the average latent vector of the pretrained StyleGAN2 generator [5], the first
loss encourages the extracted latent vectors to be closer to the average one F̄

Lavg = ∑k∈{1,2,2→1}∑l ||Emod(Fk,l)− F̄ ||2. (5)

Another loss further encourages the individual latent vectors Emod(F l) to lie within the dis-
tribution of the StyleGAN2 latent space based on the adversarial formulation, such that

Ladv = ∑k∈{1,2,2→1}∑l L
k,l
E +Lk,l

M , (6)

where LE and LM are the adversarial losses for the encoder E and the discriminator M,
respectively as

Lk,l
E =− logM(Emod(Fk,l)), (7)
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Lk,l
M =− logM(F̄)− log(1−M(Emod(Fk,l))). (8)

The values of balancing parameters are set to

{λmse,λLPIPS,λavg,λadv}= {1,1,0.0001,0.1}

.

1.3 Network architecture
Our encoder for modulation Emod consists of a series of 2-strided convolutions with LeakyReLU
activations. The discriminator for the adversarial loss in Ladv consists of 4 layer MLP net-
work using LeakyReLU activations.

1.4 User study
As described in Section 4.3 of the main paper, we conducted a user study using Amazon
Mechanical Turk. We show the evaluation interfaces in Fig. 1.




