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Summary

Motivation

Methodology

Analysis

 Problem: instance segmentation algorithms tend to predict 
incomplete masks (i.e. false-negative errors).

 Contribution: we propose a dense contrastive loss (DCL) to 
encourage the model to learn consistent feature 
representations for different pixels on the same instance.

 Results: without any inference overhead, our method 
effectively mitigated the false-negative errors and significantly 
improved the segmentation results.

 Significantly alleviates
false-negative errors.

 learns a more compact
feature representation.

Results

 Cityscapes Dataset:

 Illustration of three types of segmentation errors:

 COCO Dataset:
 Error analysis of various models and datasets:

DCL APval APdev

Mask R-CNN
ResNet-50

35.2 35.4
 35.7 36.0

Swin-T
39.3 39.9

 39.9 40.2

SparseInst ResNet-50
31.6 32.0

 32.1 32.4

COCO APval APtest
PointRend [23] 35.8 -

Mask R-CNN [14]  36.4 32.0
BShapeNet+ [21]  - 32.9

UPSNet [36]  37.8 33.0
CondInst [28]  37.5 33.2
Mask R-CNN* 33.1 28.4

w/ DCL 37.1 31.1
Mask R-CNN*


37.3 32.0

w/ DCL 38.6 33.5
RefineMask [38] 37.6 32.0

w/ DCL 39.0 33.6

DCL achieved consistent improvement on
various baseline models and various
datasets without introduce any test-time
overhead.

 Encourage the segmentation network to learn more consistent feature 
representations via dense contrastive learning (with infoNCE Loss).

 Pull closer the features on the same instance, pushed farther features on 
different instances and features between instances and the background.

False-negative errors accounted for the majority!
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