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Surrogate explainers are a popular post-hoc 
interpretability method to understand how a black-box 
model arrives at a particular prediction. Interpretable 
domains have traditionally been derived exclusively from 
the intrinsic features of the query image, ignoring the 
data distribution used to train the black-box model. This 
leads to surrogates trained on images that lie within low 
probability regions of the manifold of real images. 
We propose to approximate the original training data 
distribution, even when this distribution is not 
accessible: (1) altering the method for sampling the 
local neighbourhood and (2) using perceptual metrics to 
convey some of the properties of the statistics of natural 
images.
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Distance between explanations

- For distributions simple enough to be estimated with 
traditional density estimation techniques, sampling from 
the estimated distribution provides a reasonable vicinity 
to train a surrogate.

- Since the distribution of natural images is not known 
or intractable, perceptual metrics seem to convey 
information about true distribution. 

Still, neighbourhoods should be created not only from 
the visual features of the query, but also on its 
semantics.  Generative vision models might be used 
to sample realistic training samples for the surrogate in 
the vicinity of the query point..

Approximations to the boundary decision of a 

black-box system around a query point x (usually linear) 

through a sampled neighbourhood 𝞹
x
:
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(2) Perceptual metrics - MS-SSIM [3]

E: Explanations, K: Number of classes predicted (K=1) 

Dataset: TID2008 (subset)
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Post-hoc local surrogate explainers

Interpretable data representation

Vision Transformer (ViT) model trained for image 

classification, pretrained on the Imagenet-21K dataset.

Sampling a neighbourhood

Sampling in a neighbourhood is 

done in a human  interpretable 

domain; superpixels and masking 

regions of the image.

These binary vectors denote whether pixels within a 

superpixel undergo mean color occlusion. To measure 

the distance between the generated samples and the 

query x:

(1) Sampling from distortions

Ideally, we would sample from the actual distribution of 

real-world images. Instead, we approximate it by 

transforming pixels according to distortions the human eye 

is particularly sensitive to.

To build an interpretable domain and train the local 
surrogate, a neighbourhood is sampled around the query 
image. Current sampling techniques used in the most 
popular surrogate explainer method (LIME) create samples 
that are far from what we can consider real images.

- When perceptual metrics are aligned with 
perceptually-meaningful sampling methods, it can boost 
the robustness of explanations.
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25 natural images subject to 3 distortions (Gaussian 
noise/Gaussian blurring/Contrast) at 4 levels of intensity.

Distances that attempt to reflect the similarity between 
images as it is perceived by the human visual system.

Average absolute distance between pairs of explanations

* Darker for explanations using MS-SSIM

Additive Gaussian
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Blurring Kernel
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MOS = 5.42 | D(cos) = 3.6E-4 | D(MS-SSIM) = 0.01 MOS = 4.52 | D(cos) = 1.26E-3 | D(MS-SSIM) = 0.03
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